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How to read and appraise a research paper
Roger Jones  
Editor, British Journal of General Practice & Deputy Editor, BJGP Open 
Emeritus Professor of General Practice, King’s College London

Introduction
Critical reading — the ability to appraise and evaluate the quality of an academic or professional article, 
generally a research paper — is an important skill in primary care, and critical reading abilities are required 
by:

●	 clinicians, in training and in practice, to evaluate the quality of new research and its relevance to 
their clinical practice;

●	 researchers, to understand the significance of research in their field and to support their own paper-
writing;

●	 editors, who have the task of assessing the quality and trustworthiness of research papers 
submitted to their journal;

●	 reviewers, who are asked by peer-reviewed journals to assess the quality of submitted manuscripts 
and their suitability for publication;

●	 teachers and trainers, who will need to guide students and trainees through the medical literature;

●	 students, who are increasingly expected to understand the elements of critical appraisal of research 
papers; and

●	 policy makers and managers, who may need to know how robust the emerging evidence is for new 
methods of treatment and healthcare delivery.

This document is intended for GPs in training and in the early stages of their careers whose responsibilities 
are predominantly clinical and who need to master the skills of critical appraisal to keep abreast of the 
literature, to inform changes in their practice, and to contribute to continuing professional development 
and other educational activities. We have concentrated on six important types of research study:

●	 surveys;

●	 research using large databases;

●	 randomised controlled trials;

●	 systematic reviews and meta-analyses;

●	 tools for diagnosis and measurement; and

●	 qualitative studies.

For each of these, we have provided a citation to papers recently published in the British Journal of 
General Practice (BJGP) as an example, and as an opportunity to try out the guidance.

RCGP Curriculum
The relevance of critical appraisal is reflected in two of the RCGP curriculum statements:
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●	 2 02 — Patient Safety and Quality of Care; and 

●	 2 04 — Enhancing Professional Knowledge.

The competencies involved are summarised in Boxes 1 and 2. These include an awareness of the place 
of research and the research literature in providing the evidence base for practice. Central to many of the 
competencies are the skills required to read and evaluate a research paper.

Box 1.  Patient Safety and Quality of Care
●	 The RCGP aims to improve the quality of health care by defining and upholding high standards for 

general practice education and training, aiming to improve health outcomes for all by promoting high 
quality general practice at the heart of the health service. 

●	 As a GP you are in a strong position to influence the care of your own patients, that of your practice 
population and that of the wider healthcare community. 

●	 Understanding how and when to apply tools and metrics to improve the quality of care is a key skill that 
can and should be learnt during your training, as well as enhanced in lifelong learning. 

●	 Working in partnership with your patients and understanding their needs is vital to improving clinical 
care and reducing health inequalities. 

●	 Patients, their families and carers have an important role in the assessment of health care; their views 
are therefore essential for the development of high- quality health care. Patients should be encouraged 
to be actively involved in planning their care and in the development of services at practice level and 
beyond. 

●	 How we learn from and share lessons regarding clinical care is an important marker of our personal 
and collective professional development.

Box 2.  Enhancing Professional knowledge
●	 As a GP you should have the skills to learn, critically appraise, and teach. 

●	 You should be able to appraise research and guidelines critically, understanding their generalisability 
and validity.

●	 You should be able to apply evidence in the context of the patient, the community, and the healthcare 
setting. 

●	 You should be able to audit your own practice and that of your organisation, and develop changes in 
the light of the findings. 

●	 You should be able to work within a multidisciplinary team so that the views and knowledge of the 
whole team are applied when discussing the care of a patient. 

●	 You should be able to demonstrate the competences of shared leadership so as to maximise the 
effectiveness of healthcare delivery. 

●	 You should ensure you are up-to-date in managing the acute care of patients. 

●	 You should, as part of supervising others in your team, be able to teach the need for safer practice and 
better patient care. 

●	 You should be willing to receive feedback as a teacher from individuals or groups in order to improve 
and learn from your teaching and educational sessions. 

●	 You should be aware that your own health and that of your colleagues should be optimal to ensure safe 
practice.
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Approaching the literature

Be realistic
The volume of medical research literature is enormous, and is presented and discussed in increasingly 
diverse formats, including print and online journals, automatically generated tables of contents and other 
email alerts, and the blogosphere and other social media. It is easy to feel overwhelmed and to fear 
drowning. The answer is to be selective and not to feel guilty: decide on what you want to read, and how 
and when you want to read it, and without wishing to undermine my own arguments, keep in mind the fact 
that a single paper is unlikely to change practice. If something is really going to revolutionise the way that 
you diagnose or treat a certain condition or organise your practice, the relevant new findings are likely 
to have been described and confirmed in a number of publications, possibly subjected to meta-analysis, 
and more likely than not summarised in an editorial somewhere.

Be selective
The chances are that you will receive or have ready access to the BJGP, BJGP Open, and the BMJ, and 
your practice, colleagues, or family will receive one or two specialist journals related to their areas of 
interest, along with the GP newspapers and, of course, InnovAiT. My advice is to scan and be selective, 
and not to feel oppressed by the need to read everything — see whether there is anything that appeals 
on first glance, or that relates to something that has happened in the surgery or is going on in the practice. 
You might recognise the authors or the institution involved, have a special interest in a particular clinical 
topic, or be looking out for ways of developing an aspect of the services you provide in the practice. Both 
the BJGP and the BMJ now print one-page summaries of their research papers, with the full paper that 
includes the references, tables, and figures available online.

Your next step, which is to read the short version (and, if you get interested, move on to the full paper), 
will frequently be helped by an accompanying editorial. These editorials, which are often a mini-review 
of the paper, provide an explanation of its significance and implications. Almost every research paper 
in the New England Journal of Medicine has an accompanying editorial, and many of the BMJ’s papers 
do as well. Don’t forget that, though you may be most interested in reading about research carried out 
in primary care, studies conducted in other settings, and meta-analyses of series of papers reporting a 
variety of studies, may also contain useful material for your work in general practice.

Peer review
The papers you will read in the major journals will have undergone a fairly rigorous process of peer review 
in which two or three reviewers, often including a statistician, will have provided detailed comments for 
the journal editor to help them make a decision about publication, and to feed back to the authors. The 
paper you read will almost certainly have undergone substantial revision since it was originally submitted 
for publication, and it will also have been copy-edited to ensure that the text reads well and conforms with 
publishing conventions. Publication, however, is still no guarantee of quality, or of relevance.

Generic quality criteria
A few general themes recur in the critical appraisal of a research paper that need to be considered before 
going on to determine what sort of paper it is and what sort of research it is reporting, and to apply a more 
specific mental or physical checklist to it as you read through. The most important criteria for this initial 
appraisal, most of which should be satisfied by any research paper, are listed in Box 3.
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Box 3.  Critical appraisal criteria
●	 Does the paper describe the background to the study and ask a clear research question?

●	 Are the aims of the study clearly stated?

●	 Is the Method section sufficiently clear and detailed to allow the research to be repeated by others?

●	 Are the results clearly presented, with good use of appropriate graphics and statistical tests?

●	 Are the sampling and recruitment methods and inclusion/exclusion criteria clearly stated?

●	 Are the results relevant to your own practice population/practice setting?

●	 Is the comparison with existing literature adequate?

●	 Are the strengths and weaknesses of the study candidly and fully described?

●	 Is the referencing adequate, with inclusion of relevant previous work and other sources?

●	 Are potential conflicts of interest stated by the authors?

●	 Is the funding source identified?

●	 Is there a statement of ethics committee approval?

In the following sections we will look at the various kinds of research paper you are likely to encounter, 
and the key criteria that you should have in mind to decide how trustworthy and useful the results of the 
study and the conclusions and implications drawn from them are.
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Section 1

Mapping the territory: descriptive studies
Luke Daines* and Aziz Sheikh† 
*GP and CSO Academic Clinical Fellow, Usher Institute of Population Health Sciences and Informatics, University of 
Edinburgh  
†Professor of Primary Care Research & Development and Director, Usher Institute of Population Health Sciences and 
Informatics, University of Edinburgh 

Relevant BJGP papers:
●	 Mathur R, Hull SA, Badrick E, et al. Cardiovascular multimorbidity: the effect of ethnicity on prevalence 

and risk factor management. Br J Gen Pract 2011; DOI: https://doi.org/10.3399/bjgp11X572454

●	 A’Court C, Stevens, R, Sanders S, et al. Type and accuracy of sphygmomanometers in primary care: a 
cross-sectional observational study. Br J Gen Pract 2011; DOI: https://doi.org/10.3399/bjgp11X593884

●	 Cornford CS, Mason JM, Inns F. Deep vein thromboses in users of opioid drugs: incidence, prevalence, 
and risk factors. Br J Gen Pract 2011; DOI: https://doi.org/10.3399/bjgp11X613115

●	 Hall GC, Tulloh LE, Tulloh RMR. Kawasaki disease incidence in children and adolescents: an 
observational study in primary care. Br J Gen Pract 2016; DOI: https://doi.org/10.3399/bjgp16X684325

 
Introduction
Descriptive studies are widely employed in primary care research to answer any of a number of 
epidemiological, public health, and health services research questions, as reflected by the titles of the 
four papers selected for inclusion in this section. Though these studies have historically tended to use 
survey techniques for data gathering,1 the considerable proliferation of large-scale repositories of routine 
healthcare data has meant that descriptive enquiries increasingly involve secondary analyses of existing 
datasets (see Section 2).2 As these datasets continue to mature, and the means and opportunities to link 
health and other datasets increase, interrogation of routine data is now widely employed to undertake 
descriptive enquiries.3,4

Irrespective of whether surveys or secondary analyses have been undertaken, when critically reviewing 
such papers we try to ask three key overarching questions, namely:

1.	 Were important questions asked?

2.	 Were the methods appropriate, and thus are the results likely to be credible?

3.	 Have the findings from this work been critically reflected on in light of the relative strengths and 
limitations of the approach employed and the wider body of published evidence?

If the answer to these three questions is ‘yes’, our aim, when participating in peer review for a journal, is to 
offer constructive suggestions on how the description of the research and its interpretation can be improved, 
and to offer the editor reflections on whether the paper is likely to be of interest to the journal’s readership.5
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Critically appraising descriptive studies
We will consider each of these three questions in turn, focusing in particular on the paper by Mathur et al, 
but also making reference, where appropriate, to the papers by A’Court et al, Cornford et al, and Hall et al. 

1.	 Were important questions asked?
●	 The UK is an increasingly ethnically diverse society (as indeed are most economically developed 

and transition countries), but also one with considerable ethnicity-related health variations in 
disease incidence, prevalence, and outcomes.6 Most of the evidence with respect to these ethnic 
variations relates to individual long-term conditions, such as cardiovascular disease and asthma. 
However, given that the majority of adult patients have more than one long-term condition,7 the 
decision by Mathur et al to focus on cardiovascular multimorbidity is both timely and appropriate. 
The relevance of this work was heightened by the fact that this question was asked in the context 
of one of the most ethnically diverse and socioeconomically disadvantaged populations in the UK 
(Tower Hamlets, the City, Hackney, and Newham in London). The study is thus important from both 
an epidemiological and a public health perspective.

●	 The study by A’Court et al focused on important health services research questions that are of 
widespread day-to-day relevance to GPs across the UK and, indeed, internationally. 

●	 Hall et al provided data on the incidence and seasonal variation of Kawasaki disease. Although a 
rare condition, early recognition can limit serious sequelae, making it an important differential to 
keep in mind in primary care.

●	 Though it is perhaps of more specialist interest, the study by Cornford et al also sought to answer a 
relevant series of epidemiological questions.

●	 Overall, therefore, all four studies in this section asked clinically relevant epidemiological, public 
health, or health services research questions. Had this not been the case, there would have been 
little merit in continuing with the critical appraisal of these studies.

2.	 Were the methods appropriate, and thus are the results likely to be credible?
●	 When reviewing the methods of descriptive studies, it is important to assess both internal and 

external validity. Internal validity always takes precedence: this assessment should focus on 
considering the role of bias and chance and, in the context of analytical studies attempting to assess 
causality, confounding and effect modification.8

●	 The study by Mathur et al was a secondary analysis of a large regional database of routinely 
collected primary care records. Using such data offers considerable advantages in terms of sample 
size (and hence precision), and substantial cost savings when compared with those incurred in the 
context of primary data collection. Data quality is, however, a major concern when interrogating 
routine data sources, though these can often be addressed in expert hands by, for example, 
triangulating data sources and building in reliability and validity checks and sensitivity analyses. 
Missing data can also prove to be a major problem, particularly with regard to ethnicity information, 
which historically has been very poorly recorded. Key strengths of the dataset used included the 
fact that it covered an area with large numbers of the minority ethnic population of interest, and the 
largely complete recording of ethnicity in this dataset. It was also encouraging that the clustered 
nature of the data was considered in the data analysis, as this can otherwise result in spurious 
precision. Both the internal and external validity of this work were, in our judgement, likely to be 
high.

●	 A’Court et al conducted a small, regional cross-sectional study that involved trained technicians 
visiting practices to assess the accuracy of sphygmomanometers. Importantly, the team used a 
standard protocol to assess these instruments, which should have helped to minimise the risk 
of bias. However, we always struggle with statistical testing in the absence of clearly detailed 
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hypotheses. Furthermore, there were no formal sample size calculations assessing whether the 
study was adequately powered to reliably detect important differences between groups. We also find 
it much more informative to be presented with 95% confidence intervals rather than P-values.9 

	 As with many such primary studies, the response rate was disappointing at only 46%. Failure to 
gather data from a high proportion of those in the sample is an important source of bias in surveys.10 
Although a response rate of at least 70% is often sought by investigators and reviewers, there is no 
agreed cut-off for an adequate response rate.10,11 Instead, thoughtful analysis, interpretation, and 
explanation of the findings is needed, particularly if there is a low response rate, because of the 
imprecision in estimates and the inherent risk of bias in such studies. 

	 The impact of non-response on the results depends not just on the proportion who do not respond, 
but the degree to which the non-responders are systematically different from the population.11 Of 
those selected in a sample, non-response can occur due to the:11

□	 method used to collect data not reaching the responder;

□	 responder not wishing to participate; and

□	 responder being unable to provide data, for example, due to barriers such as language, disability, 
or illness. 

	 These can all be important, as there may be non-random or systematic differences between 
responders and non-responders. Understanding the effect of non-responders on the summary 
estimates is challenging, as the characteristics and demography of the non-responders is rarely 
available. In such cases, it is important to reflect critically on the potential impact of non-responders 
on the overall findings, and then carefully interpret findings. 

	 Conducting a pilot study, like A’Court et al, can be useful to identify the likely response rate and 
inform the sample size required for the main study.11 This can also help inform deliberations on the 
sample size needed for any subgroup analyses, which should be planned a priori.

	 Overall, the low response rate, together with the regional nature of the study, raises important 
questions about the external validity of the findings from this work.

●	 Hall et al determined the incidence of Kawasaki disease in children aged <20 years using a 
retrospective, observational design. Data from a large UK-wide database of routinely collected 
primary care records (The Health Improvement Network [THIN]) were analysed, providing a large 
sample size, thereby increasing the precision of the estimates. The use of a comprehensive 
search strategy to identify possible incident cases (including Read Codes, free text searches, and 
prescription records) was used, minimising the chance of missed cases due to poor data quality. In 
our judgement, the use of a large dataset, coupled with a carefully considered analysis, contributes 
to a study with high internal and external validity.

●	 Cornford et al appear to have employed a retrospective cohort design in a single, rather atypical 
practice, which immediately raises major concerns about the generalisability of this study’s findings. 
The authors aimed to describe the incidence of deep vein thrombosis in opioid users, but we 
needed a fuller description of the cohort and, given that practice populations are dynamic, this 
estimate should really have been expressed as a function of person–years at risk, rather than as a 
percentage. We also wondered how accurate the recording of relevant diagnoses was likely to have 
been, and about the associated risks of bias. Therefore, we had major concerns about extrapolating 
the findings from this study to other GP practice populations.

●	 Overall, we believe that these studies have made reasonable attempts to address the questions at 
hand, but there were clearly limitations, and these need to be critically reflected on by the authors.

3.	 Have the findings from this work been critically reflected on?
●	 The hallmark of a well-trained investigator/research team is being self-critical and reflective in 
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positioning their study in relation to the wider literature. The move to structured discussions of 
research papers that many journals, including the BJGP, have now made has been very helpful 
in ensuring that these issues are systematically considered. Checklists such as the STROBE 
Statement offer a list of key items that should be included in observational studies, and are 
particularly valuable when critically appraising descriptive studies.12

●	 Mathur et al were correct to highlight the limitation resulting from their collapsing of ethnic groups, 
and the resulting inability to examine within-ethnic-group heterogeneity. They should, however, also 
have reflected on the possibility of unmeasured confounding factors, in particular social deprivation. 
We would also have liked them to explain more fully how this work builds on previous related work, 
particularly in relation to the relative merits of focusing on softer surrogate measures, rather than 
harder clinical endpoints. We found the discussion on the implications of this work to be rather 
underdeveloped.

●	 Hall et al considered some of the challenges of using routinely collected data, and appropriately 
discussed the potential for under-representation of particular ethnic minority groups due to lower 
rates of registration with a GP. Implications for clinical practice are suitably presented, and their 
findings are set in context through a comparison with similar studies from the UK and worldwide. 

●	 Both the A’Court et al and Cornford et al studies also made welcome attempts to reflect on the 
strengths and limitations of their work, and to consider the implications of their research for clinical 
practice and future research.

Conclusion
These studies attempted to answer questions of importance to GPs and their teams. Though not without 
limitations, the studies by Mathur et al, Cornford et al, and Hall et al are likely to have yielded valid and 
clinically relevant results, though we are less confident that this is also the case in relation to the study by 
A’Court et al. Nonetheless, each of these papers has, in one way or another, provoked and informed our 
thinking in relation to clinically relevant questions and design-related considerations.
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Section 2

Critical appraisal of database studies
Clare R Bankhead,* and Richard J Stevens,† 
*Associate Professor, Nuffield Department of Primary Care Health Sciences, University of Oxford 
†Course Director, MSc in Evidence-Based Healthcare Medical Statistics 
Nuffield Department of Primary Care Health Sciences, University of Oxford

Relevant BJGP papers:
●	 Hippisley-Cox J, Coupland C. Identifying patients with suspected lung cancer in primary care: derivation 

and validation of an algorithm. Br J Gen Pract 2011; DOI: https://doi.org/10.3399/bjgp11X606627

●	 Lockhart P, Guthrie B. Trends in primary care antidepressant prescribing 1995–2007: a longitudinal 
population database analysis. Br J Gen Pract 2011; DOI: https://doi.org/10.3399/bjgp11X593848

●	 Stapley SA, Rubin GP, Alsina D, et al. Clinical features of bowel disease in patients aged <50 years 
in primary care: a large case-control study. Br J Gen Pract 2017; DOI: https://doi.org/10.3399/
bjgp17X690425

Introduction
Large databases of routine clinical data are increasingly widely used in primary care research. In principle, 
datasets derived from them are just a specific type of observational study, usually a (retrospective) cohort 
study. The strengths of these datasets are accompanied by specific challenges for the researchers, 
as we will illustrate below. Correspondingly, when we read such database research papers and try to 
apply checklists for appraising observational research, we find that underlying principles (population, 
measurement, follow-up) are the same, but the most pertinent details are quite different. In this article, 
inspired by the Critical Appraisal Skills Programme (CASP) checklist for cohort studies (http://www.casp-
uk.net/find-appraise-act/appraising-the-evidence/), we propose the following bullet points to aid critical 
appraisal of database studies:

●	 What is the research question?

●	 Are the methods valid for this research question? (PROD)

□	 population studied (P)

□	 risk factors recorded (R)

□	 outcomes assessed (O)

□	 database analysis (D).

●	 What are the results?

□	 Are the results clinically as well as statistically significant?
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●	 Do the results apply locally?

What is the research question?
We illustrate these points with reference to three database research papers published in the BJGP. 
Hippisley-Cox and Coupland used the QResearch® database to derive and validate a risk score for 
detection of lung cancer. Lockhart and Guthrie used a pharmacy prescribing database from Tayside, 
Scotland, to examine trends in antidepressant prescribing over a 20-year period. Stapley et al used the UK 
Clinical Practice Research Datalink (CPRD) to identify and quantify clinical features of colorectal cancer 
and inflammatory bowel disease among patients aged <50 years. Two of these papers do not explicitly 
state a ‘research question’, preferring instead to use language such as ‘examine trends’ and ‘identify risk 
factors’. However, for critical appraisal, the relevant question is that of interest to the reader — ‘What 
motivated you to read this study?’ We propose that the reader of the Hippisley-Cox and Coupland paper 
may ask ‘Can a risk score for lung cancer improve my detection of lung cancer?’; of the Lockhart and 
Guthrie paper, ‘Which antidepressants are being increasingly prescribed, and why?’; and in the Stapley 
paper, ‘Which features are associated with colorectal cancer and inflammatory bowel disease in younger 
consulting patients?’

The importance of a pre-specified research question in database studies is increasingly recognised, and 
for this reason database owners typically require a protocol to be submitted for approval before releasing 
data.1

Validity of methods

Population studied (P)
In database research, considerations about recruitment are largely superseded by considerations about 
selection, from a general database, of the subset for analysis. These three papers use databases that 
sample everyone using primary care, or everyone eligible to use community pharmacists in a given 
region — by these criteria, few in the UK are ineligible.

The Lockhart and Guthrie paper illustrates an important consideration in database research — identifying 
the denominator population. The database is everyone using a community pharmacist, but the denominator 
of interest is everyone eligible to use a community pharmacist. Lockhart and Guthrie overcome this by 
incorporating external population estimates from the General Registrar of Scotland. The Hippisley-Cox 
and Coupland paper also has a potential problem with the denominator, since ‘patients registered with 
practices’ may include some who have moved away but not yet notified their practice. Other database 
analysts may impose criteria such as ‘at least one consultation during [some time window]’, to reduce 
this problem, at the expense of a slight bias against the healthiest patients. This is the approach used in 
the Stapley paper, where the researchers restricted the study to patients (cases and controls) who had 
consulted at least once in the year prior to the diagnosis. In this example, it is a reasonable approach to 
take, as the research question was to identify clinical features before diagnosis and this information could 
only be ascertained if a consultation in primary care had occurred. 

The study of a population with a particular condition necessitates the development of code lists to identify 
these conditions. To study people with epilepsy, Ridsdale et al identified people who have both diagnostic 
codes for epilepsy and prescription codes for anticonvulsant drugs:2 the additional requirement of a 
relevant prescription was presumably to ensure a highly specific definition of the cohort of interest, guarding 
against, for example, data entry errors in the diagnostic field. For other conditions, such as diabetes, 
it may be appropriate to include non-diagnostic codes that indicate attendance at a specialist clinic.3 

This approach would increase the sensitivity of the search, but at the expense of specificity. Database 
researchers invest considerable work in developing such code lists. For the reader appraising a paper 
without personal experience of database research, it would be useful to consider whether secondary 
analyses had been conducted on the sensitivity of results to the code lists. 
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Risk factors recorded (R)
In any critical appraisal, the reliability of measurements should be considered. Some things, such as 
prescriptions, are likely to be recorded with high completeness and accuracy, whereas others, such as 
indications for treatment, may have to be inferred from other factors, such as the recorded reason for the 
consultation. The latter of these is a similar issue to identification of people living with a particular condition 
as described above. Authors may help the reader (see, for example, reference 32 in the Hippisley-Cox 
and Coupland paper4) by citing relevant papers from the growing literature on recording accuracy in 
database research.5,6

Outcomes assessed (O)
Lockhart and Guthrie’s outcome, antidepressant prescribing, could equally be a risk factor in another 
study,7 illustrating that for many outcomes the considerations are the same as for risk factors.

The Hippisley-Cox and Coupland paper illustrates another common feature of primary care database 
research: lung cancer cases were identified not only through GP records (within the database), but also 
through death certificates (from an external, linked data source). The authors proposed to extend this in 
future studies, with further linkage to the National Cancer Intelligence Network. Conversely, other studies 
of cancer in primary care databases have relied solely on GP records.8 The reader could refer again to the 
literature recording validity in widely used databases and consider how incomplete or invalid recording 
might affect results. Under-ascertainment may affect relative risks less than absolute event rates, unless 
it is in some way differential by exposure. Finally, the usual concerns about outcome ascertainment in 
observational research must be considered, such as whether there was sufficient length of follow-up, and 
the nature and extent of individual loss to follow-up.

Database analysis (D)
Once the population, risk factors, and outcomes have been identified and coded, researchers often arrive 
at a dataset that can be treated as any other observational study, for example, by proportional hazards 
modelling, as in the Cox regression model of Hippisley-Cox and Coupland, or by the nested case–control 
approach, as used by Stapley et al. There has been increasing interest in the use of propensity score 
methods for database analysis, but we will not give details here because, in general, these methods 
produce similar results to better known methods of matching or adjustment.9

Some variables may be missing more often in database research than in prospectively designed studies: 
for example, weight, and hence body mass index, may be widely unmeasured in primary care databases.10 
Full discussion of missing data handling methods is beyond the scope of this article, but we note that there 
is increasing consensus about the use of multiple imputation, as used by Hippisley-Cox and Coupland. 
The assumptions on which this is based have been discussed elsewhere,11,12 and an argument made that 
other methods, such as ‘complete case analysis’, require even stronger assumptions.13

Appraisal of relative risks or odds ratios in database studies must consider ‘immortal time bias’. This 
subtle methodological error can have dramatic effects on results. It most often occurs in database studies 
when information after index date is used to define risk factor status at index date.14,15 The studies by 
Stapley et al and Hippisley-Cox and Coupland avoided this bias by defining clinical features or risk factors 
strictly in the period before index date. See the article by Lévesque et al,16 for an explanation, together 
with four relevant bullet points to assist identification of this bias.

What are the results?
The remark ‘given the size of the dataset, virtually any comparison is likely to be statistically significant’ 
in the paper by Lockhart and Guthrie applies widely in database research. It is illustrated by Table 6 of 
that paper, in which all comparisons but one are highly statistically significant, but it remains a matter for 
discussion by the authors, and for judgement by the reader, as to whether all the changes are clinically 
important.
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Do the results apply locally?
The populations in database research can be highly applicable to local practice — within the limitations 
of the additional selection criteria applied (see ‘P’ above).

The price paid for the large scale of these databases is that items were, in general, not recorded with 
research in mind, leading to the considerations listed above (especially under ‘R’, ‘O’, and ‘D’) regarding 
validity. However, another benefit other than scale is that the data collected in routine practice is, by 
definition, highly relevant to routine practice (subject to the caveats under ‘P’ above). The databases in 
these UK studies are comprehensive samples of the population they represent. A subjective judgement 
must be made about the relevance of the study population to local practice, especially across boundaries 
of countries and healthcare systems, but database research has the potential to achieve a very high 
relevance to local practice.

Conclusion
This article cannot be a fully comprehensive guide to the many types of database study and their strengths 
and weaknesses. For example, we have not had space to address the challenges of cross-database 
linkage, and it may be too early to consider where database research belongs within ‘hierarchies’ of 
evidence for medicine.17 Here, we have tried to use our recent experience as researchers moving from 
mainstream epidemiology into database research to guide the reader in critically appraising such studies. 
Database research is likely to expand, using the large number of cases and person–years available to 
relatively cheaply test existing hypotheses, generate new hypotheses, and, in some cases, address 
previously unanswerable questions.
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Section 3

Finding the best answer: randomised controlled 
trials
Richard Hooper* and Melanie Smuk†  
*Reader in Medical Statistics, Queen Mary University of London 
†Lecturer in Medical Statistics, Queen Mary University of London

Relevant BJGP paper:
●  �Little P, White P, Kelly J, et al. Randomised controlled trial of a brief intervention targeting predominantly 

non-verbal communication in general practice consultations. Br J Gen Pract 2015; DOI: https://doi.
org/10.3399/bjgp15X685237

What is a randomised controlled trial?
Little et al — Reviewer 1: ‘A randomised controlled trial is the most rigorous way to test a 
clinical intervention, and the authors are to be commended on their efforts over a long period 
of time to consolidate a feasible study design.’

Randomised controlled trials are often seen as the ‘gold standard’ for evaluating the effectiveness of 
an intervention. A randomised controlled trial takes participants and randomly assigns them either to an 
explorative intervention (there might be more than one) or to a control treatment (which might be routine 
care, or a placebo, or sham therapy). The groups are followed up in parallel using similar methods, 
allowing outcomes to be compared over the same time period. The element of a control group in the 
design (along with randomisation) is what makes the trial a randomised controlled trial.

Guidelines for clinical trials
Starting with the publication of the Nuremberg Code after the Second World War,1 and the subsequent 
Declaration of Helsinki,2 there have been attempts to articulate principles for the ethical conduct of clinical 
trials. At a local (that is, national) level, these have now become statutory requirements. In the UK, clinical 
trials are governed by the 2001 European Union Clinical Trials Directive3 (which will be replaced by the EU 
Clinical Trials Regulation in 20193) and the Medicines for Human Use (Clinical Trials) Regulations 2004 
and its subsequent amendments.4 Regulations across Europe, Japan, and the US are harmonised under 
the aegis of the International Conference on Harmonisation of Technical Requirements for Registration 
of Pharmaceuticals for Human Use (ICH), whose guidelines constitute a quality standard for clinical trials 
often referred to as Good Clinical Practice.5

Before any trial begins, it must be approved by a local research ethics committee or institutional review 
board. Any subsequent journal article reporting on the trial should include details of how ethical approval 
was obtained. Most journals also require authors to include a statement about how (and whether) 
participants consented.
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Little et al: ‘Participants were any adult patient attending their GP who had agreed to 
participate in the study and were able and willing to consent to study procedures. Excluded 
were those who were unable to consent or complete questionnaires (for example, because 
of severe mental illness, severe distress, very unwell generally, and difficulty reading or 
writing).’

A useful checklist of things that should be included in a trial report has been produced by the Consolidated 
Standards of Reporting Trials (CONSORT) Group.6 Many journals require authors to complete a 
CONSORT checklist as part of their submission. It should be noted that CONSORT provides a standard 
for reporting, rather than for the conduct of a trial; the quality of reporting does not always reflect the 
quality of the conduct.7

The International Committee of Medical Journal Editors (ICMJE) has also compiled guidelines for journal 
submissions, known as the Recommendations for the Conduct, Reporting, Editing, and Publication of 
Scholarly work in Medical Journals.8 ICMJE member journals agree only to publish results of trials that 
were registered in a public trials registry. Trial registration is one way to ensure that a trial protocol 
specifying details of the trial conduct is published before any participants are enrolled.

Little et al: ‘At the time of developing the initial questionnaires to measure patient-
centredness, an associated randomised trial was approved by the ethics committee, and 
prior to the requirements to register trials.’

The intervention
Little et al: ‘The consultation is central to all medical encounters, and patient-centred 
communication is highlighted as the core of good practice, yet the evidence to inform 
training needs of health professionals of what they need to do in consultations to maximise 
effective verbal and non-verbal communication is limited.’

Authors should be clear about what question the trial was intended to answer. Some trials are intended to 
show that a novel intervention can work under tightly controlled, ideal conditions (explanatory trials or trials 
of efficacy). Some are intended to show that it will work when rolled out into routine practice (pragmatic 
trials or trials of effectiveness). Trials in primary care are often pragmatic, but it is helpful to make the 
intention clear, as it influences who should be eligible for the trial, who should deliver the intervention, 
what the control should be, and more. A useful guide to distinguishing explanatory from pragmatic trials 
is provided by the Pragmatic-Explanatory Continuum Indicator Summary, or PRECIS tool.9

Little et al: ‘A strength of this study, which investigated a simple intervention to improve 
communication, is that it could be rolled out relatively easily.’

The active and control interventions should both be described in enough detail to allow suitably qualified 
people to replicate them. In the case of a drug treatment, it may be enough to give the name of the drug, 
route of administration, dose, timing, and duration. Many interventions trialled in general practice are, 
however, non-pharmacological.10 These sometimes incorporate a number of components, targeted at 
more than one level — for example, at the level of the GP and at the level of the patient. Understandably, 
such interventions are described as complex.11 It can be a challenge to describe a complex intervention 
in enough detail to permit its replication. The description should include the setting, mode, intensity, and 
duration of each intervention component, and information about who delivered it.12

Little et al — Reviewer 2: ‘Do you know how many videos each of the GPs in the 
intervention group watched? I think this is important, because it impacts on how time 
consuming the intervention would be — videoing and reflecting on 15 consultations would 
take quite some time.’
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The comparator or control group
Little et al — Reviewer 1: ‘As the authors describe, this is a complex intervention, consisting 
not just of a training intervention but also of reflective video feedback on performance. 
While this is noted in the strengths and limitations section, the distinction between the two 
could perhaps be more detailed since, as the authors state, other studies have assessed 
the impact of training interventions alone. The authors might wish to comment on whether 
the control group could have been given video feedback of their existing consultation style 
without the training intervention. My hunch would be that it is the video reflective prompt 
which is the more powerful component, since most of these GPs would have had prior 
training in the elements of good consultation style which were contained in the KEPe warm 
intervention.’

Authors need to make the nature of the control intervention clear. The choice between routine care, a 
placebo, a sham therapy, or an attention control (or something else) needs careful consideration. The 
decision of which to use will be contextual to the study.

If there is an existing standard beneficial treatment, on ethical grounds this should be offered to participants 
in preference to no treatment at all. As a control treatment this is usually described as routine care.

In a drug trial, a placebo is a treatment which has the same appearance as the active intervention but is 
pharmacologically inactive. Placebos must look, smell, feel, and taste the same as the active intervention 
to ensure that participants and clinicians remain blind to the treatment allocation (see below).13 The 
Latin word ‘placebo’ means ‘I please’, and authors should also be aware that the act of taking a placebo 
may itself have some benefit to the participant. A well-documented example of this placebo effect is 
within hypertension trials: the participant is often reassured by taking an intervention, and this results 
in reducing their anxiety, which may have been partially responsible for raising their blood pressure. 
Treatment effects may be harder to see when placebo effects are large.14,15

When the intervention is a procedure of some kind, the equivalent of a placebo is a sham therapy which 
lacks the supposed active component but is designed to mimic the procedure convincingly enough to 
blind participants to their allocations. An example of a sham therapy would be an acupuncture trial, 
where the control group still receives needle therapy but in the incorrect locations. A related idea is the 
attention control, in which participants receive the same amount of contact time (attention) from health 
professionals as intervention participants. 

Lastly, one of the most difficult placebo effects to reduce is the beneficial effect of just being in a trial. This 
is especially problematic if the trial is meant to be pragmatic. 

Randomisation
Little et al: ‘The trial was originally designed as an individually randomised trial where 
patients would be randomised to a more empathic or less empathic encounter, and a more 
positive or less positive approach. Two issues forced a change in design …’

Randomisation is, of course, a key component of a randomised controlled trial, but the terminology and 
practice of randomisation can be confusing. Simple randomisation involves making a random choice 
of group allocation for each new recruit into the study. Block randomisation means that allocations in a 
consecutive sequence of, for example, eight new participants are constrained, so that exactly half are to 
the active intervention and half to the control. Block randomisation helps to ensure roughly equal group 
sizes. Block randomisation is often stratified; that is, done separately in different strata, such as in men 
and in women. Stratified randomisation helps ensure the intervention groups are balanced with respect to 
the stratifying variables, though it will not work if individual strata are small compared with the block size. 
A more general approach to achieving balance is minimisation, which looks at a number of characteristics 
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of each new recruit and makes an allocation that minimises the overall imbalance between the intervention 
groups. Minimisation might involve no randomness at all (other than in the first allocation), but a random 
element is usually incorporated to help ensure allocation concealment (see below).

Cluster randomisation is where each group allocation is applied to an entire cluster of individuals. 
This might employ simple, block, or stratified randomisation, or minimisation. Cluster randomisation is 
used where the intervention is targeted at a higher level than an individual participant (for example, an 
intervention aimed at the participant’s GP), or to prevent benefits of the active intervention being shared 
or distributed within a cluster that also includes control participants (contamination). The CONSORT 
extension to cluster-randomised trials suggests that the title or abstract of the manuscript should specify 
that randomisation was in clusters.16

Little et al: ‘Given the difficulties experienced in randomising individual consultations, the 
modified trial design was a cluster-randomised trial: GPs still available who had agreed to 
the initial observational phase of the study were randomised to receive the brief training 
intervention or no training intervention.’

Blinding and allocation concealment
Little et al: ‘The open nature of the trial meant that neither GPs nor patients could be blinded 
to the intervention, although patients in both groups were simply told that this was a study 
assessing communication.’

Blinding refers to steps taken to conceal group allocations once they have been made. Other terminology, 
such as ‘masking’, may be used. A number of key players in the trial could potentially be blinded:

●	 senior investigators;

●	 those who interact with the participants or assess outcomes; and

●	 statisticians who analyse the data.

There are likely to be different practical challenges to blinding different groups of people, and failure to 
blind different sorts of people can lead to different kinds of bias. Trials are sometimes referred to as ‘single 
blind’ if participants do not know which intervention group they are in but investigators do, and ‘double 
blind’ if participants and investigators alike are blinded. Given the number of distinct players in a trial, 
however, these phrases are ambiguous.17 

Allocation concealment is a technique which conceals the sequence of upcoming allocations from those 
allocating participants to groups. For example, steps may be taken to prevent a GP who is recruiting to a 
trial from knowing what group the next participating patient will be allocated to, though the GP might have 
to become unblinded once the allocation is made. Allocation concealment prevents the allocator from 
unconsciously or consciously influencing participant allocation, or even patient recruitment, into the trial. 
Traditionally, allocation concealment was achieved by giving recruiters a series of numbered, opaque, 
sealed envelopes containing the allocations, but there are concerns that methods like this are easily 
subverted,17 and more secure electronic methods and randomisation services now tend to be favoured.

It is best for the manuscript to be explicit about which groups of people were blinded, and whether allocation 
concealment has been implemented. In some situations it will be impossible to blind some groups. 
Nevertheless, blinding should be as complete as possible, and blinded roles should be distinguished in 
the manuscript in as much detail as possible.
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Accounting for all the participants
Little et al — Reviewer 1: ‘198 participants with complete data were required.’

Triallists have an ethical responsibility to plan the size of their clinical trials,18 and a report of a trial should 
include a justification of the sample size. This is usually expressed in terms of the statistical power: the 
chance that the trial will find statistical evidence for an effect of the intervention, if a clinically important 
effect is present. Conventional targets for power are 80% or 90%. Power should be calculated at the 
design stage, not after the results are in.19 The sample size calculation, the primary outcome measure, 
and the minimal clinically important treatment effect should all have been specified in the original protocol. 
The statement of power in the trial report should include all the information necessary to replicate it.20,21 

If follow-up is likely to be incomplete, the sample size calculation should include an allowance for drop-
outs. (Incidentally, this is frequently done incorrectly. If you want to analyse data from 100 people and 
you anticipate a 20% drop-out rate, then you need to recruit 100 ∕ 0.8 = 125 people, not 100 X 1.2  = 120 
people.)

The Results section should include a flow diagram recording numbers of people who were screened for 
eligibility, consented and randomised, allocated to different treatments, followed up, and analysed. This 
diagram is often called a CONSORT flowchart because it is one of the requirements on the CONSORT 
checklist.6 It is vital for readers to be able to understand where and why enrolled participants were lost to 
the final analysis. Readers may be suspicious of bias if a large proportion of participants are lost, or if this 
proportion differs noticeably between treatment groups.

Little et al — Reviewer 1: ‘The authors state that many patients could not be consented; it 
would be helpful to know to what extent the authors think this produced a bias in the final 
sample. There is an overall good response rate from those who were recruited.’

There remains the question of what to do with people who were followed up but who had not complied 
with their treatment. Investigators should explain their strategy, which often comes down to doing either 
an intention-to-treat analysis (in which all participants who were followed up are analysed according to 
the treatment to which they were allocated, irrespective of whether they complied), or a per-protocol 
analysis (in which only those participants who complied are analysed). Per-protocol analysis may be 
useful in an efficacy trial, but for pragmatic trials intention-to-treat is often preferred, as it addresses 
effectiveness in practice. More sophisticated alternatives to per-protocol analysis, taking better account 
of non-compliance, are available.22 As with blinding, it is best for authors to be explicit about which 
participants are included and how their data are used, rather than to rely on general terms.

An issue often confused with intention-to-treat is the question of how to cope with missing data, for 
example as a result of loss to follow-up. In many situations, under reasonable assumptions, unbiased 
results can be obtained in a trial by analysing only the non-missing outcomes, adjusting for participants’ 
baseline characteristics if necessary. ‘Intention-to-treat’ does not mean that data must have been 
collected for everyone (although it does mean that investigators should have tried).19 Researchers will, 
however, sometimes use a variety of methods to impute — or fill in — missing outcome data. Methods 
such as carrying forward the outcome observed on an earlier occasion are still common, but should be 
discouraged as they lead to bias. Better computational methods for imputation, and general strategies for 
coping with missing data, are available.23

Little et al: ‘The data were analysed on an intention-to-treat basis, that is, patients were 
analysed according to their randomisation group, using complete data with no imputation of 
missing values.’

As with the sample size calculation, all decisions about analysis should have been pre-specified before 
seeing the results, to avoid any conscious or unconscious bias. 
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Validity and generalisability
Little et al — Reviewer 2: ‘A further limitation of the study is that all of the GPs who took part 
had >10 years’ experience. Could these results be generalised to younger, newly qualified 
GPs?’

The validity of a trial is often judged on two components, internal and external. Accuracy of the estimated 
intervention effect for participants in the trial itself is referred to as ‘internal validity’, while the accuracy of 
the estimated intervention effect for the population in which the study’s findings are to be applied is known 
as the ‘external validity’ (generalisability).

The internal validity is often threatened by systematic error (bias), and/or random error. Maximum effort 
should be made to minimise these elements in the trial conduct, design, and analysis. Within the trial 
design, careful attention should be paid to the randomisation, blinding, and sample size choices. 

The external validity is often threatened by the trial setting, the type of intervention implemented, the 
study population (either by choice, availability, or ethics), and assessment design (for example, follow-
up duration or type of outcome measured). In medicine, the evaluation of external validity often requires 
clinical rather than statistical expertise, as it ‘depends on a detailed understanding of the particular clinical 
condition under study and its management in routine clinical practice’.24 Having a clear specification of the 
target population will increase external validity.

In the past, trials often employed stringent eligibility criteria which reduced their external validity — excluding 
participants with psychological, psychiatric, and physical comorbidities, for example. Such restrictive 
eligibility criteria may be implemented ‘in the hopes of ensuring the safety of vulnerable patients, reducing 
study costs, increasing study feasibility and/or interpretability, decreasing heterogeneity in response (and 
thereby increase statistical power), and complying with guidelines by regulatory agencies’.25 However, 
these benefits do not always come to fruition and there is now a move towards greater inclusiveness in 
trials.26 Researchers should think carefully about the balance of external validity and practical constraints, 
especially within effectiveness trials. 

Other issues
In this summary, we have limited ourselves to issues that are specific to clinical trials, though these will 
form only a fraction of the points you may want to raise in a review of a particular trial report.

Concerns about clarity, precision, and consistency are common to manuscripts of all kinds. In quantitative 
research, reviewers may have to accept that analyses are impossible to confirm without access to the data, 
but they can and should check that when the same number appears in different parts of the manuscript it 
is quoted consistently, and that numerical results are sensible; for example, that estimates of effect size 
are within their quoted confidence intervals. Guidance on how quantitative results should be presented 
can be found in the ICMJE’s Recommendations.8

Finally, note that even if all methods are correct, and reporting guidelines followed to the letter, it counts 
for nothing if the trial answers a different question to the one that was initially posed, or claims to answer 
a question it cannot answer.
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Section 4

Measuring health and illness: development and 
validation of tools
Sarah F Moore,* Kevin Barraclough,† and William Hamilton‡ 
*Academic Clinical Fellow in Primary Care, University of Exeter 
†GP, Hoyland House Surgery, Painswick, Gloucestershire 
‡Professor of Primary Care Diagnostics, University of Exeter 

Relevant BJGP papers:
●	 Snoeker BA, Zwinderman AH, Lucas C, Lindeboom R. A clinical prediction rule for meniscal tears in 

primary care: development and internal validation using a multicentre study. Br J Gen Pract 2015; DOI: 
https://doi.org/10.3399/bjgp15X686089

●	 Haasenritter J, Bösner S, Vaucher P, et al. Ruling out coronary heart disease in primary care: external 
validation of a clinical prediction rule. Br J Gen Pract 2012; DOI: https://doi.org/10.3399/bjgp12X649106

●	 van Ierland Y, Elshout G, Berger MY, et al. Translation of clinical prediction rules for febrile children to 
primary care practice: an observational cohort study. Br J Gen Pract 2015; DOI: https://doi.org/10.3399/
bjgp15X684373 

What are clinical prediction rules?
It is likely that you use clinical prediction rules (CPRs) frequently; scores are calculated and applied to 
diseases ranging from depression (PHQ-9)1 to atrial fibrillation (CHA2DS2-VASc),2 osteoporosis (FRAX™)3 
to cardiovascular disease (QRISK3),4 and sore throats (Centor criteria)5 to thromboembolism (Wells et 
al).6 These and other similar scores can be used at all stages of the patient journey. They are most 
commonly used by UK GPs to aid diagnosis, assess severity, guide referral, comply with guidelines or 
Quality and Outcomes Frameworks (QOF) targets, and sometimes to educate patients.7

However, CPRs are not universally accepted by the clinical community. Current evidence suggests that 
a lack of familiarity and a consideration that the CPR is unnecessary, coupled with a preference for one’s 
own clinical judgement, are key reasons that GPs do not use CPRs.7 It is certainly true that clinicians have 
long used personal experience to make decisions, but the nature of this experience and its interpretation 
in differing contexts can lead to inequities in patient care. Many of these judgements have now been 
translated into predictive tools to aid clinical judgement. Indeed, some tools have already been shown to 
reduce inconsistency and improve accuracy of decision making.8

As medicine becomes ever more complex, the relevance of these tools for supporting clinicians in 
measuring health and illness grows. Over the past 20 years, the percentage of CPR-related papers on 
PubMed has expanded more than 10-fold, from 0.87/100 000 papers in 1996 to 10.2/100 000 papers in 
2016.9 Though CPRs are commonly recommended (for example, for primary prevention of cardiovascular 
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disease, depression, transient ischaemic attack [TIA]/stroke, and breast cancer), there is little consensus 
on which CPR should be used when more than one exists.7 For example, current National Institute for 
Health and Care Excellence (NICE) guidance on identification of depression simply suggests: ‘Consider 
using a validated measure (for example, for symptoms, functions, and/or disability) to inform and evaluate 
treatment.’10 There is, however, no subsequent evaluation of these measures, or recommendation on 
which to use. We must, therefore, equip ourselves to make these selections in the interests of providing 
the best possible patient care.

How do clinical prediction rules reach clinical practice?
In order to critically appraise CPRs, the first step is to have a basic understanding of how they reach 
clinical practice. There are three key stages that should be undertaken before a CPR is ready for clinical 
use:11

Development — identification of appropriate contributing factors and their subsequent weighting 
through statistical analysis (see Adams and Leveson for an approachable summary of these 
methods).12

Validation — testing to ensure the rule works in an external population, that is, does it still function 
outside the population that the tool was developed on?

Impact analysis — measuring the utility of the rule in clinical practice. This is a crucial step and one 
often overlooked.8 Factors addressed include practicality for patient, clinician, and healthcare 
system, as well as clinical and cost-effectiveness.

These stages are reflected in the three papers that we have chosen at the beginning of this section. The 
first, by Snoeker et al, develops and shows internal validation (that is, in the development cohort) of a rule 
to aid detection of meniscal tears in primary care. The second, by Haasenritter et al, externally validates 
a CPR aiming to assist GPs in ruling out coronary disease as a cause of chest pain. The final paper, 
from van Ierland et al, compares several CPRs to identify serious infections in febrile children. Though it 
does not carry out full impact analysis, it does present some suggestions for how their impact might be 
increased in primary care. 

Quick review of statistical concepts
The second critical step before we dive into appraising CPRs is a quick review of the terminology 
commonly used in these papers.

Sensitivity is the ability of the rule to identify correctly patients with the disease (true positives). 

Specificity is the ability of the rule to identify correctly patients who do not have the disease (true 
negatives). These are usually presented as percentages. The ideal model will have high sensitivity and 
specificity. 

Positive predictive value (PPV) is the chance that a patient with a positive test result truly has the 
disease. Negative predictive value (NPV) is the chance that a patient with a negative test result does 
not have the disease. These are also presented as percentages and, ideally, both will be high. 

Positive likelihood ratio (LR+) describes how much the chance of having a disease increases when 
a test result is positive. Negative likelihood ratio (LR–) describes how much the chance of having a 
disease decreases when a test result is negative. If the test did not make any useful prediction the LR 
would be 1. If it makes a positive prediction it would be >1, and a negative prediction would be <1.

For the formulae behind these statistics, Table 1 contains more detail and a worked example using the 
data from Haasenritter et al. The example also helps to illustrate the important concept of cut-points. A 
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cut-point is the value chosen (usually by the developer of the CPR) to provide the best possible outcome 
for a test. One might expect that a cut-point would automatically be chosen to maximise the number of 
patients with the target condition who are identified, and minimise the number of patients falsely identified. 
However, there is often a real-world trade-off in identifying the best cut-point. This is seen in the example 
from Haasenritter et al, where the cut-point for the test has been set to make the test as safe as possible 
— by making sure not to miss patients with a cardiac chest pain (that is, choosing a high sensitivity of 
89%). However, ensuring you capture as many as you can with the disease means you capture many 
without the disease (so the chance of having the disease if you are test-positive (PPV) is only 23%). In 
situations where the consequences of a missed diagnosis might be less serious it may be possible to 
tolerate more missed cases for higher accuracy. 

In this case, a reasonable question would be whether a sensitivity of 89% is useful in this clinical context. 
A clinician relying on this CPR would miss 11% of cardiac chest pain. Ideally, for a serious condition one 
would like a higher sensitivity so that a negative result made the condition highly unlikely (a so-called 
‘SnOUT’ with a high NPV. SnOUT means a high Sensitivity makes the test useful for ruling OUT disease. 
Its converse is SpIN, which you will be able to work out for yourself). 

A receiver operating characteristic (ROC) curve is often used to illustrate this trade-off between the 
numbers of cases identified and numbers of cases missed. The area under the curve (AUC) is used 
as a numerical illustration of the overall accuracy of a test. In general, the closer the AUC is to 1, and 
the closer the line on the ROC curve is to the top left corner, the more accurate the rule. This is further 
illustrated in Figure 1, and a very approachable and more detailed article on this is available from Luke 
Oakden-Rayner.13 

How to evaluate clinical prediction rules for primary care
There are already many published approaches to evaluating CPRs, for example, from the Critical Skills 
Appraisal Programme (CASP).14 Our approach has been to combine existing strategies with knowledge 
of primary care to provide a practical list of questions that will help you appraise whether a CPR is 
applicable to your practice. 

Throughout this, we provide an explanation of the question, and then in italics an example of our appraisal 
of the clinical prediction rule for meniscal tears from Snoeker et al. 
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Table 1. Explanation of test results, with worked example using data from Haasenritter et al. 

Patients with coronary heart disease (CHD)

as cause of chest pain

Condition positive  Condition negative

Marburg 
Heart Score 
prediction 
of CHD as 
cause for 
chest pain

Predicted 

positive

True positive 

TP = 82

False positive

FP = 270

Positive predictive 
value (PPV)
= TP/(TP + FP)

= 82/(82 + 270)

= 23%

Predicted 

negative

False negative

FN = 10

True negative 

TN = 470

Negative predictive 
value (NPV) 
= TN/(FN + TN)

= 470/(10 + 470)

= 98%
Sensitivity

= TP/(TP + FN)

= 82/(82 + 10)

= 89%

Specificity 

= TN/(FP + TN)

= 470/(270 + 470)

= 64%
Positive likelihood ratio

= sensitivity/ 
(1 – specificity)

= 0.89/(1 – 0.64)

= 2.44

Negative likelihood ratio

= (1 – sensitivity)/ 
specificity

= (1 – 0.89)/0.64

= 0.17
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Figure 1. Receiver operating characteristic (ROC) curve illustration.
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Is the tool relevant?

Is this a clinically important problem to your patients?
The CPR must address a relevant question to your clinical practice. 

Given how common knee pain is in primary care and the potential impact of a meniscal tear, as well as 
the possibility of good treatment, then the answer is ‘yes’. 

Has the model been developed for or applied in relevant settings?
Check the setting of the development and application, for example, primary versus secondary care, and 
which healthcare system in which country. 

In this case, the setting was in primary care or physiotherapy. This seems relevant to our practice. We also 
noted that the study took place in the Netherlands. We performed a quick online search for information on 
the Dutch primary care system and were sufficiently happy that it was similar to our own.15 

Is the tool practical?

Are the metrics required sensible?
Check if there are any predictors you think would be important that are missing, and whether they were 
considered. 

At first glance, the selected list of variables seems sensible. Our only concern was that it misses out on 
the history of ‘locking’ that we might have expected, but a quick review showed that this was considered 
and found to be non-contributory. 

Is it easy to collect the metrics required?
Look at what the tool requires you to collect. You aren’t going to be performing positron emission 
tomography (PET) scans, highly specialised blood tests, or spending 3 hours on psychological tests.

We felt the metrics were easy to collect. Though we did not recognise the ‘deep squat test’, further 
reading suggested it would be easy to perform.

Could you see yourself using this tool in practice?
Probably the most important question. If it is impractical, expensive, or unacceptable to you or the patient, 
then it probably doesn’t merit further review.

This tool seems acceptable to us as clinicians, as it supports a clinical decision that we might not make 
regularly and therefore need extra support with (and the consequences of over- or under-investigation 
are not minor). The feasibility of collecting the data seems good, though we are not keen on the score 
card provided. For it to be practical, it would need to be provided either as an online tool, or integrated 
into our clinical systems. We decided this problem was surmountable.

Now we have reviewed these screening questions, we can decide whether to proceed to a more detailed 
analysis.

Is the tool the best one for the job?
Check if subsequent analyses have been published, and whether there any competing CPRs.

A quick search reveals a systematic review and meta-analysis which suggests no single physical test is 
able to identify a torn tibial meniscus accurately.16 In addition to this, there do not appear to be any other 
potential CPRs. If there were, then we would want to review their relative predictive abilities, as is done 
for children with a fever by van Ierland et al. 



30  Critical Reading for Primary Care: the BJGP/RCGP Toolkit 

How were predictors and cut-point identified and weighted?

Potential predictor identification
Methods commonly used include systematic literature review and expert opinion. Check that the original 
pool of predictors is comprehensive.

This paper used a systematic literature review and other specific literature. We might have hoped to 
also see an expert review of the predictors identified to ensure no key variables were missing from the 
analysis.

Final predictor identification 
This is the section that usually contains the most complex statistics. It is beyond our remit to provide 
details of all the possible methods used, but a reputable journal should have peer reviewed the statistics 
correctly. For those interested in further reading, a short accessible summary of techniques can be found 
in Adams and Leveson.12 

The statistical methods here were particularly recondite (we had to look them up), but it’s reasonable to 
assume the journal has done its job. 

How was the cut-point chosen?
Look at the reasoning behind selection of a cut-point for prediction, and whether the emphasis has been 
on minimising false positives or false negatives (see statistics above in this section for more detail).

In this case, the decision was taken to choose a cut-point of 150, resulting in 46% specificity and 86% 
sensitivity, that is, 14% false negatives. There seems little justification for this except for a sentence in the 
Method suggesting a false negative rate of maximum 15% would be acceptable, as it is to be used as a 
screening tool. It would have been good to see some data on the acceptability of this number to clinicians 
and patients.

Have the results been interpreted correctly?
Look at the claims made by the authors, and whether you think they are justified. Consider whether the 
tool has been externally validated, and whether there has been any impact analysis. 

The authors suggest that the tool should be a first step in selecting patients for magnetic resonance 
imaging (MRI) referral in primary care. They do not make it explicit that external validation and impact 
analysis are needed before it is put into practice, but they recognise the need for both of these in future 
research. 
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Section 5

Bringing it all together: systematic reviews and 
meta-analyses
Marie-Louise E L Bartelink* and Niek J de Wit† 
*Associate Professor of General Practice, Julius Center for Health Sciences and Primary Care, University Medical Center 
Utrecht, the Netherlands 
†Professor of General Practice, Julius Center for Health Sciences and Primary Care, University Medical Center Utrecht, 
the Netherlands

Relevant BJGP papers:
●	 Astin M, Griffin T, Neal RD, et al. The diagnostic value of symptoms for colorectal cancer in primary 

care: a systematic review. Br J Gen Pract 2011; DOI: https://doi.org/10.3399/bjgp11X572427

●	 Jefferis J, Perera R, Everitt H, et al. Acute infective conjunctivitis in primary care: who needs 
antibiotics? An individual patient data meta-analysis. Br J Gen Pract 2011; DOI: https://doi.org/10.3399/
bjgp11X593811

●	 Mugunthan K, McGuire T, Glasziou P. Minimal interventions to decrease long-term use of 
benzodiazepines in primary care: a systematic review and meta-analysis. Br J Gen Pract 2011; DOI: 
https://doi.org/10.3399/bjgp11X593857

●	 Pritchett RV, Daley AJ, Jolly K. Does aerobic exercise reduce postpartum depressive symptoms? 
A systematic review and meta-analysis. Br J Gen Pract 2017; DOI: https://doi.org/10.3399/
bjgp17X692525

Introduction
As clinical research aims at assessing knowledge relevant to clinical practice, relevant study questions 
for general practice provide answers about the diagnostic value of tests, the aetiology of disease, the 
prediction of prognosis of disease, and the effectiveness of a therapeutic intervention (DEPTh). Though 
results of repeated studies on such a research topic provide more information than a single one, they can 
also produce conflicting results that vary in direction and magnitude.

Therefore, it is useful to consider the collected evidence in a systematic review. A systematic review 
is a powerful instrument that allows conclusions to be reached about existing evidence in the scientific 
literature regarding a clinical dilemma. This process comprises finding all relevant studies, appraising their 
content, and summarising the measures of effect of the selected studies. Pooling data enables estimating 
the true association between the determinants and outcome solidly, as compared to a single study.

Systematic reviews are highly relevant to clinical practice. For example, the evidence on the effectiveness 
of antiviral and corticosteroid therapy in patients with shingles is conflicting and, for clinicians to make 
evidence-based treatment decisions for patients with herpes zoster infection, they need up-to-date 
pooled study results. Systematic reviews, such as those provided by the Cochrane Collaboration, provide 
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these results. A systematic review requires robust methodology, and this also means that conducting a 
systematic review is a research project on its own that requires a firm scientific effort and a systematic 
approach.

In a systematic review, studies are methodologically retrieved, appraised, selected, and summarised. The 
studies to be included are primarily selected on the basis of a detailed and pre-specified clinical question 
containing a well-defined and specific population, specific determinants, and a specific outcome. With this 
in mind, selection from the literature takes place using predefined eligibility and exclusion criteria. In the 
next step of the process, the methodology and outcomes of the retrieved studies are critically appraised, 
and a definite selection of studies to be included for further analysis is made. 

As long as the inclusion criteria for subjects and the methodologies used in the eligible studies, particularly 
the measurement of outcomes, do not differ too much from each other (that is, there is only limited 
heterogeneity among the studies), the outcomes of the individual studies can be integrated into a sum 
score, a ‘pooled result’. In this case, the systematic review quantifies the collected results of the individual 
studies into a new study outcome. This process is known as a meta-analysis. Although a meta-analysis 
is most commonly performed with randomised controlled trials (a therapeutic meta-analysis), it can also 
be used in other kinds of relevant clinical studies, for example, in a diagnostic meta-analysis.

By combining information from all relevant studies, meta-analyses can provide more precise estimates 
of the effects of health care than those derived from the individual studies included within a review. Meta-
analyses facilitate investigations of the consistency of evidence across studies, and the exploration of 
differences across studies.

If the methodologies and outcomes of the studies included in the systematic review are comparable 
but the patient populations are not, an individual patient data (IPD) analysis can be used to calculate a 
pooled result. In this case, it is not the calculated outcomes of the various studies that are used. Instead, 
the individual patient data from all studies are entered into a new dataset, enabling an outcome to be 
calculated for this new population. In contrast to the outcome of a meta-analysis, which is based on pooling 
the results of the individual studies, the outcome of an IPD is the summed result of all individual patients 
participating in the various studies. The advantage of the IPD method is that it makes the overall result less 
dependent on differences between the study populations, and that it enables pooling of subgroups, which 
are often not present in sufficient numbers to analyse within the individual datasets. An IPD thus provides 
a unique opportunity to identify subgroups that benefit more or less from an intervention. However, an 
IPD analysis is a major undertaking, as it requires collecting all the original research data and information 
from all studies and investigators involved. 

It is important to mention that this section focuses on quantitative reviews. However, there is also an 
increasing interest in methods for synthesising qualitative studies, and many qualitative meta-synthesis 
with different approaches have been published.

For a ‘state-of-the-art’ systematic review, the following steps are required:

●	 defining a detailed research question;

●	 defining the eligibility criteria for the studies to be included;

●	 specifying the search terms and sources for the literature search strategy;

●	 searching the literature thoroughly, selecting relevant papers, and excluding those not meeting the 
eligibility criteria;

●	 critical appraisal and quality assessment of the studies identified;

●	 data extraction from the included studies; and

●	 synthesis of results and systematic presentation of the characteristics and findings of the included 
studies.
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In writing and reporting, the authors should follow the Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses (PRISMA, www.prisma-statement.org), an evidence-based set of items 
for reporting in systematic reviews and meta-analyses. PRISMA focuses on the reporting of reviews 
evaluating randomised trials, but can also be used as a basis for reporting systematic reviews of other 
types of research. The AMSTAR-2 checklist (https://amstar.ca) provides a formal critical appraisal tool 
for systematic reviews that includes randomised or non-randomised studies of healthcare interventions, 
or both. For clinicians reading a systematic review, the following aspects are the most important when 
judging its quality and the potential impact of its conclusions for their practice. These will be discussed in 
more detail, using examples of the studies mentioned at the beginning of the section.

Clinical relevance of the review
The first question for clinicians is: ‘Is the research question of the review relevant for my practice?’ Astin 
et al conducted a systematic review of the diagnostic value of symptoms associated with colorectal 
cancer. Early identification of colorectal cancer is important for all physicians. Traditional alarm symptoms 
were mostly only identified in retrospect, and in secondary care. But the diagnostic importance of signs 
and symptoms are largely domain specific, and differ for patients presenting in primary, secondary, or 
tertiary care. Therefore, a systematic review focusing on the diagnostic value of symptoms and signs in 
patients suspected of colorectal cancer in primary care does have additional value, despite the fact that 
systematic reviews have been conducted in secondary care or mixed patient populations. 

In the case of the systematic review by Jefferis et al of therapeutic trials in patients with conjunctivitis, one 
could question the need for pooling results, given the fact that all randomised controlled trials demonstrate 
that antibiotics work in cases of bacterial conjunctivitis. However, the IPD analysis enables a focus on the 
subgroup of patients in whom bacterial cultures had not been undertaken, which makes the systematic 
review very relevant for clinical practice.

The systematic review of Pritchett et al is of clinical importance, as current advice in guidelines to prescribe 
antidepressants or provide cognitive behavioural therapy is not well implemented for various reasons, 
and exercise may be an effective and easy alternative.
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Example of a diagnostic meta-analysis (Astin et al)
The authors conducted a systematic review of the diagnostic value of symptoms associated with 
colorectal cancer. They searched MEDLINE, Embase, Cochrane Library, and CINAHL for diagnostic 
studies of symptomatic adult patients in primary care. Studies of asymptomatic patients, screening, 
referred populations, or patients with colorectal cancer recurrences, or with fewer than 100 participants, 
were excluded. The target condition was colorectal cancer. The data were extracted to estimate the 
diagnostic performance of each symptom, or pair of symptoms. The data were pooled in a meta-analysis. 
The quality of studies was assessed with the QUADAS tool.1

In all, 23 studies were included. Positive predictive values (PPVs) for rectal bleeding from 13 studies 
ranged from 2.2% to 16%, with a pooled estimate of 8.1% (95% confidence interval [CI] = 6.0% to 
11%) in those aged ≥50 years. The pooled PPV estimate for abdominal pain (three studies) was 3.3% 
(95% CI = 0.7% to 16%), and for anaemia (four studies) it was 9.7% (95% CI = 3.5% to 27%). For rectal 
bleeding accompanied by weight loss or by change in bowel habit, the pooled positive likelihood ratios 
(PLRs) were 1.9 (95% CI = 1.3 to 2.8) and 1.8 (95% CI = 1.3 to 2.5), respectively, suggesting higher risk 
when both symptoms were present. Conversely, the PLR was ≤1 for rectal bleeding accompanied by 
abdominal pain, diarrhoea, or constipation.

The authors concluded that investigation of rectal bleeding or anaemia in primary care patients is 
warranted, irrespective of whether other symptoms are present. The risks from other single symptoms are 
lower, though multiple symptoms also warrant investigation.

Selection criteria for the studies
Before performing the literature search, the criteria for the studies to be selected need to be properly 
defined. Decisions about a relevant research question guide the choice for the patients under study (the 
study domain), the determinants (which intervention and comparison to be included, for example, in 
therapeutic trials, or which diagnostic tests in diagnostic studies), and the outcome of interest.

Example of an individual patient data (IPD) meta-analysis (Jefferis et al)
The authors’ aim was to determine the benefit of antibiotics for the treatment of acute infective 
conjunctivitis in primary care, and to identify which subgroups benefit most.

Three eligible trials were identified. Individual patient data were available from 622 patients; 80% 
(246/308) of patients who received antibiotics and 74% (233/314) of controls were cured at day 7. 
There was a significant benefit of antibiotics versus control for cure at 7 days in all cases combined (risk 
difference 0.08, 95% CI = 0.01 to 0.14). Subgroups that showed a significant benefit from antibiotics 
were patients with purulent discharge (risk difference 0.09, 95% CI = 0.01 to 0.17) and patients with 
mild severity of red eye (as opposed to those with moderate or severe red eye) (risk difference 0.10, 
95% CI = 0.02 to 0.18), while the type of control used (placebo drops versus nothing) showed a 
statistically significant interaction (P = 0.03).

The authors concluded that patients with purulent discharge or a mild severity of red eye may have a 
small benefit from antibiotics. Acute conjunctivitis seen in primary care can be thought of as a self-limiting 
condition, with most patients getting better regardless of antibiotic therapy. Prescribing practices need to 
be updated, taking into account these results.
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Process and outcome of the literature search
Authors need to state what their search criteria were and which sources were explored, and for what 
period. Not only bibliographic databases such as MEDLINE, but also other sources, such as congress 
abstracts, or personal contacts with investigators or the pharmaceutical industry, could give access to 
relevant additional information. Relevant papers can also be identified from the references of retrieved 
papers (snowballing). If possible, authors should also try to identify registered trials of which the results 
were not published (which might be because of negative outcomes). This whole search process should 
be described in detail. As, for instance, in the paper of Astin et al: 

‘Further searches of ongoing studies included the European Organisation for Research and 
Treatment of Cancer, National Cancer Institute of Canada Clinical Trials Group, Cancer 
Research UK Directory of Funded Research, and the National Cancer Research Network. 
Reference lists of included studies were screened for relevance; personal literature 
collections and contacts of authors were also used.’

In addition, the outcome of the literature search needs to be specified in detail:

●	 How many studies were identified initially?

●	 How many were eligible for inclusion, and on what grounds were some excluded?

●	 Finally, how many of the eligible studies could be included to be further analysed in full text?

Search criteria need to be predefined and presented as a search string, so that the search is transparent 
and can be repeated by other researchers. The selection process needs to be done by two reviewers 
who independently scrutinise all the abstracts, thus avoiding bias. The results of this search are usually 
reported in a flowchart.

Quality assessment of the eligible papers
A valid systematic review is based on high quality studies only. Various sets of criteria have been developed 
for systematic assessment of the methodological quality of studies, such as the Jadad-score2 or the risk 
of bias criteria by the Cochrane Collaboration (as in Pritchett et al, www.cochrane.org). In the diagnostic 
review by Astin et al, the QUADAS criteria1 were used. All these sets of criteria capture the most relevant 
methodological aspects and pitfalls of the study design. For example, important issues in RCTs are:

●	 Was the randomisation procedure and concealment of allocation adequately described?

●	 Was the intervention and/or outcome assessment blinded, if appropriate?

●	 Was the outcome assessment done using validated measures?

●	 Was the sample size pre-calculated, and was the loss to follow-up adequately described?

●	 Was the analysis done on all patients who started the intervention (intention-to-treat analysis as 
preferred), or only on those who completed the follow-up (per-protocol analysis)?

For every study that is included in the review, the score on the quality items needs to be assessed (again, 
by two independent reviewers) and reported in a separate table so that this information is accessible for 
the reader. For instance, as described in the review of Mugunthan et al: 

‘Two review authors independently reviewed and selected trials from searches. Two authors 
then assessed the trials, rated the study quality, and extracted relevant data. Disagreements 
were resolved through discussion with the third author. Trial authors were contacted to 
request missing data or to clarify methods where needed.’

It is also important that authors consider other risks of bias, such as publication bias. Publication bias is 
caused by the fact that negative outcomes have a lower chance of being reported and published, and 
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thus the retrieved results in the literature are not complete. This emphasises the importance of trying to 
localise unpublished reports. There are statistical procedures (producing illustrative figures, ‘funnel plots’) 
to give more quantitative information about the possible presence of publication bias.

Example of a therapeutic meta-analysis (Mugunthan et al)
The authors aimed to systematically review randomised controlled trials that evaluate the effectiveness of 
minimal interventions to reduce the long-term use of benzodiazepines (BZDs) in UK general practices.

From 646 potentially relevant abstracts retrieved, 25 relevant abstracts were selected for detailed 
evaluation and 15 potential studies were full text evaluated, resulting in only three studies (with 
615 patients) which met all the inclusion criteria. The pooled risk ratio showed a significant reduction or 
cessation in BZD consumption in the minimal intervention groups compared with usual care (reduction: 
risk ratio [RR] = 2.04, 95% CI = 1.5 to 2.8, P<0.001; cessation: RR = 2.31, 95% CI = 1.3 to 4.2, 
P = 0.008). Two studies also reported a significant proportional reduction in consumption of BZD from 
baseline to 6 months in intervention groups compared with the control group. The secondary outcome of 
general health status was measured in two studies, with both showing a significant improvement in the 
intervention group.

The authors concluded that a brief intervention in the form of either a letter or a single consultation by GPs 
for long-term users of BZD is an effective and efficient strategy to decrease or stop their medication.

Data extraction
In the next step, the results of the included studies that are both eligible and of sufficient quality are 
extracted. In the review by Astin et al, the predictive value for every individual abdominal symptom was 
taken from every single study, and summed. This generates an overall pooled estimate of the positive and 
negative predictive values of the various symptoms for colorectal cancer. Not all studies considered all 
symptoms, so the pooled results may be based on different patient numbers. The statistical significance 
of both the results of the individual studies and of the pooled result is expressed in the 95% confidence 
level. The pooling process is often visualised graphically in a forest plot, which demonstrates the pooled 
result at a glance. The forest plot in the review of Pritchett et al, for example, shows the standard mean 
difference as found in the separate studies, as well as the pooled standard mean difference with its 
95% CI. Besides, it gives information about the tests used to pool (random effects model or fixed effects 
model) and about the amount of statistical heterogeneity and the statistical measures involved, such as 
I2 (with heterogeneity often referred to if I2 <40% as small, if 30–60% moderate, if 50–90% substantial, 
and if >75% large).

In some cases, it may not be possible to quantify the summed result of the studies. If the studies differ 
too much in patient population, in intervention, or in outcome assessment, they may be too clinically 
heterogeneous to pool the result. Beware of pooling under these circumstances. Another reason may be 
that the studies used different types of measurement to assess the outcome, such as dichotomous (yes/
no), ordinal (for example, 5-point scale), or continuous (for example, 0–100 scale).

In many reviews, additional subgroup analyses are performed to assess outcomes in different age groups, 
differences between males and females, or differences in clinical presentation. These may help to explain 
the result of the review.
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Another example of a therapeutic meta-analysis (Pritchett et al)
The authors aimed to systematically review the effectiveness of aerobic exercise on postpartum 
depressive symptoms. There was no restriction to study site or setting. The databases MEDLINE, 
EMBASE, Cochrane Library, PsycINFO, SportDiscus, Clinical Trials.gov, and the World Health 
Organization International Clinical Trials Registry Platform were searched. Titles and abstracts, then full 
text articles, were screened against inclusion criteria: randomised controlled trials (RCTs) measuring 
depressive symptoms in mothers ≤1 year postpartum, and interventions designed to increase aerobic 
exercise compared with usual care or other comparators. Included studies were assessed using the 
Cochrane Collaboration’s risk of bias tool. Meta-analysis was conducted. Pre-planned subgroup analyses 
explored heterogeneity.

Thirteen RCTs were included, with 1734 eligible participants. Exercise significantly reduced depressive 
symptoms when all trials were combined (standardised mean difference –0.44, 95% CI = –0.75 to –0.12). 
Exploration of heterogeneity did not find significant differences in effect size between women with possible 
depression and in general postpartum populations, exercise only and exercise with co-interventions, and 
group exercise and exercise counselling.

The authors conclude that their systematic review provides support for the effectiveness of exercise in 
reducing postpartum depressive symptoms. Group exercise, participant-chosen exercise, and exercise 
with co-interventions may all be effective interventions. They state that these results should be interpreted 
with caution because of substantial heterogeneity and risk of bias.

Interpretation and clinical impact of the result
The final step is the interpretation of the effect size in relation to the clinical question under review. In 
a meta-analysis of randomised controlled trials of interventions this may be simple: if the confidence 
interval of the pooled risk ratio does not include 1, there is a difference between the intervention and the 
control group. However, this statistical assessment of quantitative results needs clinical interpretation. 
Although the review by Jefferis et al found a statistically significant benefit of antibiotics in patients with 
mild (as opposed to moderate or severe) red eye, and in those with purulent discharge, the difference 
is small — too small to justify widespread use in clinical practice. Thus, statistical significance does not 
always equal clinical significance.
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Meta-analysis of the effect of exercise on depressive symptoms (standardised mean difference). 
CI = confidence interval. SD = standard deviation.
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Section 6

Getting under the skin: qualitative methods in 
primary care research
Ann Griffin 
Director Research Department of Medical Education, Deputy Director, University College London Medical School

Relevant BJGP papers:
●  Blakeman T, Chew-Graham C, Reeves D, et al. The Quality and Outcomes Framework and self-

management dialogue in primary care consultations: a qualitative study. Br J Gen Pract 2011; DOI: 
https://doi.org/10.3399/bjgp11X601389

●  Mitchell C, Dwyer R, Hagan T, Mathers N. Impact of the QOF and the NICE guideline in the diagnosis 
and management of depression: a qualitative study. Br J Gen Pract 2011; DOI: https://doi.org/10.3399/
bjgp11X572472

●  Verbakel N, de Bont A, Verheij T, et al. Improving patient safety culture in general practice: an interview 
study. Br J Gen Pract 2015; DOI: https://doi.org/10.3399/bjgp15X687865

●  Banks J, Farr M, Salisbury C, et al. Use of an electronic consultation system in primary care: a 
qualitative interview study. Br J Gen Pract 2018; DOI: https://doi.org/10.3399/bjgp17X693509

What is qualitative research?
Qualitative research is interpretative, and as a research paradigm it encompasses a broad range of 
approaches. However, all methodologies share one common aim: to explore complex, contextual, 
and subjective phenomena examining in depth the features that help us develop a deeper, nuanced 
understanding of the object of our enquiry. Qualitative research examines the everyday, acknowledging 
that context is vital in shaping what individuals experience, understand, and create. Qualitative research 
is a multidisciplinary field that is informed by a wonderfully rich range of influences — philosophical, 
sociological, psychological, anthropological, and linguistic, to name a few. It can be used to explore a 
field, provide a theoretical understanding, or evaluate practice.1 The diversity of theoretical perspectives 
and methodological approaches involved in qualitative work means that the production of a universally 
applicable checklist, or tick box, is not a straightforward matter, and some researchers would contest the 
very notion.2,3 However, published checklists exist in order to help authors, reviewers, and readers make 
a more informed decision about the quality of qualitative research.

What constitutes robust practice in qualitative research will be governed, in part, by the guiding principles 
embedded in the specific methodological approach that the researcher has chosen to take.4 Judgements 
about the quality of qualitative research should thus be mindful of, and reflect, the methodological steps 
that define these different approaches. For example, reviewing a paper that uses grounded theory 
raises different sorts of issues for the appraiser than reviewing a paper that utilises a phenomenological 
methodology. Some of these specific methodological matters that are contained in the sample texts will 
be highlighted in this section but, for further detailed guidance on common methodological approaches in 
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health care, see the BEME Collaboration guides (http://www.bemecollaboration.org). Despite the unique 
attributes of the various approaches, the primary and unifying factor that marks out superior, robust 
qualitative research is a research design that has methodological integrity. How to demonstrate this 
coherency and rigour will be discussed and illustrated by reference to four key texts.

This section will focus on the common qualitative approaches used in healthcare research, and provide 
guidance for those writing and appraising in this particular field. In qualitative healthcare research, there 
are three principal sources of enquiry:

●	 people, their views and experiences;

●	 interactions, either interpersonal or interactions with artefacts; and

●	 structures such as the workplace, its organisation, and its culture.

Typically, qualitative research uses first-person accounts (for example, interviews and focus groups), 
texts (for example, policy and free text on questionnaires), and observations (including video) as its 
main supply of data. This section will present 12 tips on how qualitative research can be shown to be 
systematic and robust, and yet remain sensitive to the issues it claims to report.

1.  Is qualitative research the correct approach?
A qualitative methodology attempts to explore phenomena in depth, to ‘get under the skin’ and to examine 
an issue in its fullest sense. A qualitative researcher will want to hear, read, or see people’s everyday 
experiences and, through interpretative work, generate meaning. Research in this paradigm should:

●	 aim to reveal specific features of a phenomenon that until now have been hidden or tacit;

●	 be conscious of, and explicit about, the context in which the empirical work is carried out; and

●	 go beyond merely reporting, to also explore, reinterpret, assess, provide explanations, theorise, 
reflect, and, where appropriate, challenge.

2.  Is the research question pertinent to primary care?
The nature of qualitative work is open and the research question(s), or aim, should provide enough scope 
to interrogate the field. The use of the words ‘explore’, ‘discover’, ‘understand’, and ‘reveal’ are commonly 
seen in qualitative research questions.

Additional considerations include:
●	 Is the question answerable by a qualitative approach?

●	 Is it clear?

●	 Does it include the context as well as the line of enquiry?

●	 Is it worth asking — is it relevant to primary health care?

3.  What is the role of concepts and theory?
Health sciences research is sometimes criticised for its insufficient use of theory but, increasingly, 
researchers are recognising its importance.5 A theory can be used in the initial phases of the study 
to define the nature or essence of the phenomena being studied. It can also permeate through the 
research process, as well as be used to analyse data. Qualitative research can also be used to generate 
a hypothesis (see the paper by Blakeman et al). Importantly, theory can be used to extrapolate local 
empirical findings and inform a wider context, thereby providing conceptual generalisability.
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●	 Would a theoretical perspective add value to this study?

●	 Has the theory been sufficiently described?

●	 How has it been woven throughout the rest of the study?

The paper by Blakeman et al took a constructivist perspective. This is a conceptual, ontological position 
that, broadly speaking, means that people’s understanding of the world is gained through their active 
engagement in it. Social interactions are regarded as the catalyst to generate meaning or knowledge. 
The meanings people make are therefore unique, multiple, and dynamic. Importantly, the construction 
of meaning also applies to the research process and the researcher. The Blakeman et al paper rightly 
acknowledges that meaning is actively constructed by the researcher through their engagement with the 
data. 

Verbakel et al’s paper used ‘communities of practice’. This is an example of situated learning theory, a 
sociocultural perspective, which suggests that an important source of learning is through social encounters. 

For further explanation about concepts and theory see Seale 2018.6,7

4.  Is there methodological integrity?
Getting the design right is the critical step in making a qualitative piece credible. Methodological integrity 
means that theory resonates in the methodology, or research recipe,8 and that these perspectives in 
turn inform the choice of methods by which data are gathered, analysed, and presented. Each choice is 
crucial, and affects the essence of the study and the knowledge claims the researchers are entitled to 
make.

●	 Is there a logical progression between theory, methodology, methods, results, and discussion?

As discussed, Blakeman et al took a social constructivist perspective and therefore an interpretative, 
qualitative methodological approach aligns well. They used ethnographic (observational) and interview 
data to explore the interaction between computer-based disease management templates and any impact 
on self-management dialogue in primary care consultations. To examine the relationship, they used a 
constant comparative method, which is drawn from a methodological approach known as grounded 
theory. In this methodology, theory emerges from the data; an inductive approach. 

Verbakel et al used the theory of communities of practice to guide their methodology. They deliberatively 
deployed the central tenets of the theory in shaping their data analysis, using a deductive approach. 
Therefore, these studies provide good examples of research designs that demonstrate methodological 
alignment.

5.  What are the characteristics of the participants?
The characteristics of the participants are an important consideration in qualitative research. Samples 
are usually not ‘representative’ of the population as a whole in the way that they often aspire to be 
in quantitative research. Rather, participants are chosen deliberately (purposefully) because they have 
the ‘knower’s’ perspective;  that is, they have a particular characteristic and/or first-hand experience of 
the phenomena being studied. Sampling has important implications for the results and a study’s wider 
applicability.9

Mitchell et al and Blakeman et al used maximum variation sampling to try to capture the fullest possible 
range of views:
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●	 Is the rationale for the sampling strategy clearly stated?

●	 Does it resonate with the theoretical and/or methodological perspective?

●	 Was this strategy applied to all informants and, if not, has this been explained?

●	 Did all the participants have the ‘knower’s’ perspective?

●	 Does the sample give the research greater credibility and/or the ability to draw wider conclusions about 
the results?

●	 Is the variation of views presented and discussed in the article?

Banks et al used a purposive (non-random) sampling strategy:

●	 In what way was it purposive?

●	 Who was likely to have come forward using this strategy, and what effects would that have had on the 
results?

●	 How have the authors dealt with these limitations?

Banks et al purposefully sampled. They selected those practices who had been involved in the e-consultation 
pilot. They also sampled to include various organisational demographics, as well as including various 
types of participants (GPs, receptionists, and practice managers), thereby also generating a maximum 
variation sample. Mitchell et al and Banks et al showed the demographics of their participating practices. 
This allows the reader to make their own decision about whether what is reported will be applicable to 
other settings.

How many participants, interviews, focus groups, or observations is reasonable? This is a difficult 
question. Small sample sizes and a lack of ‘representativeness’ are criticisms frequently levelled at 
qualitative work. However, the aim of qualitative research is not to produce generalisable results, but to 
acknowledge the importance of subjective, unique accounts. The in-depth nature of this work means that 
it can be legitimate to study very small numbers. 

6.  Which methods should be used?
Different methods will reveal different things. Interviews, visual images, policy texts, and observations 
represent the potential range of methods that can be used in qualitative research. However, most 
healthcare qualitative researchers usually work with texts; these are commonly transcripts of what people 
have reported at interview or during a focus group. Observations are less frequently the primary source of 
data gathering, though they can be used to supplement interviews and to record non-verbal cues, group 
dynamics, and so on. Observations have the advantage of being able to report not only what people 
say they do, but also of observing what they actually do in practice, adding an extra complexity to the 
interpretation.

Focus groups versus interviews
Focus groups are a means of bringing together a specific group of individuals to have a targeted 
conversation. They allow people to speak out, or to remain quiet, and generate socially constructed 
responses. Interviews, particularly one-to-one interviews, are used when information from just one 
individual is required, and they are particularly deployed for interviewing about sensitive areas.
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●	 Is the rationale behind the choice of interview versus focus group stated?

●	 Is the rationale for observing clear?

●	 Is there an interview/observation schedule, and how does that affect the data?

●	 Has the researcher shown their interview/observation schedule?

●	 Does the schedule translate the research aim into appropriate operationalising questions?

●	 Has the interview/observation schedule been piloted, and what changes were made?

Most qualitative research published in healthcare journals uses semi-structured interviewing. This 
allows the researcher to pose their own questions and to probe intriguing responses, and it provides 
an opportunity for informants to present their perspectives. However, structured and open formats, for 
example narrative research, are also possible for interviews and observations. If used, the rationale and 
subsequent implications for the data need to be discussed.

7.  How should data be analysed?
Interpretation can be inductive or deductive, and is often both. If you ask interview questions, you are 
already shaping the sort of data generated, and therefore some of the themes that emerge from your data 
will be those you wanted to gather. Inductive themes will be those that arise de novo.

●	 Is the method of analysis stated?

●	 Were the transcripts checked for accuracy?

●	 How were the themes or codes generated?

●	 Does this fit with the methodological approach?

●	 If a particular approach was used (thematic, framework, phenomenological, and so on), was it applied 
correctly?

●	 Was software used and, if so, how did it contribute to the process?

Grounded theory has been used by Blakeman et al. Grounded theory, which was devised by Glaser 
and Strauss,10 is an approach typically used when very little is known about the empirical field and the 
research is exclusively exploratory. It is an inductive approach. The researcher invites informants to 
talk freely about the area of study and tries not to control the outcome, by avoiding asking specific or 
leading questions. The method of constant comparison is a specific feature of this sort of analysis, where 
meaning emerges entirely from the data. In healthcare research, the grounded theory methodology is 
often slightly adapted, as we usually have some prior knowledge and wish to ask certain questions.

Verbakel et al illustrates a deductive approach, using theory to shape data gathering and analysis.

8.  How should data analysis be presented?
Presenting qualitative work in a meaningful way, demonstrating the complexity of issues, and including 
consensus as well as outlying voices, is a major challenge, particularly given the restrictions of journals 
word counts. Tables of coding themes and/or models may help the reader to quickly get a better idea of 
the scope of the analysis. The increased flexibility inherent in online publishing is a great advance for 
qualitative researchers and publishers alike.
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General points to consider when assessing the data analysis:
●	 Have the results been presented in a way that is consistent with the research design?

●	 Are there enough data to explain the theme?

●	 Do the data appropriately illustrate the themes?

●	 Does the analysis show outlying voices too?

●	 Do the quotes identify the source?

●	 Are all sources represented in the data?

The paper by Blakeman et al presented interactions, and those by Mitchell et al and Banks et al showed 
quotes from individuals that were consistent with the research design.

If the recruitment strategy was to capture the broadest range of views, this should be reflected in the 
results. If there are no outlying voices and no contrary views, despite an active search, this is an important 
finding in itself.

9.  What makes data analysis robust?
Validity, reliability, and generalisability tend to be words associated with a positivistic paradigm. In contrast, 
many qualitative researchers use the words authenticity, credibility, and trustworthiness to demonstrate 
rigour in their research process. A range of methods can be deployed, including:

●	 multiple coding (including inter-rater coding agreements available in qualitative software) — data 
independently analysed by more than one researcher;

●	 peer audit — review by colleagues or supervisors;

●	 triangulation with other data sources;

●	 participant validation — asking informants to corroborate data analysis;

●	 data saturation — gathering and analysis continue until no new themes arise;

●	 presenting views that are confirming as well as disconfirming;

●  clearly identifying limitations of the research design; and

●	 a logical research design that permeates the entire research process.

What approaches have these three papers taken? 

See chapter 32 in Researching society and culture by Seale for further guidance.11

10.  Has the researcher addressed their role in the research 
process?
Different methodologies take different approaches to acknowledging the effect of the researcher on the 
research process. Some methodologies work on the principle that the researcher, with their biases and 
assumptions, can be eliminated from the research process, while others consider the researcher as an 
active agent who constructs and co-constructs the research at all stages. If the latter, intersubjective 
stance is part of the methodological approach, and researchers should usually go to some lengths to 
demonstrate their reflexivity.

●	 Have research bias and assumptions been declared?

●	 Has the research team explained how they have dealt with this?

●	 Does their approach fit with any methodological guidance?
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All papers discussed in this section presented ways in which researcher bias may be present in their 
study, and how they attempted to mitigate against it undermining their analysis. Mitchell et al used field 
notes, regularly challenging the coding in the thematic analysis, as well as employing independent 
scrutiny. Blakeman et al accepted that they were active agents in the research process, but that through 
a reflexive approach they could attempt to minimise their ‘preconceived notions’. Verbakel et al applied 
a theory to data.

11.  What are the ethical issues?
What are the ethical issues involved in asking people for their opinions, exploring their views, or observing 
them? Clearly, they are different from therapeutic interventional studies, but there are still many significant 
ethical issues inherent in a qualitative approach that need addressing. The ethical issues raised are 
largely dependent on the question and context: the more sensitive the issue and the more research 
intrudes into clinical work and involves patients, the more likely it is to need formal NHS permissions. 
However, all work should make an explicit statement about ethics.

●	 Has the paper made a statement about ethical clearance?

●	 Has it said how the participants were informed and gave their consent?

●	 Has it declared how it will maintain confidentiality?

What are the various ethical issues raised by the three research papers discussed in this section? 
How is the ethics of observing different from the ethics of asking? What are problematic data and what 
responsibilities does the researcher have?

The website Research ethics guidebook: a resource for social scientists provides a comprehensive 
overview (http://www.ethicsguidebook.ac.uk).

12.  What is the meaning of this research?
The results should be developed in a discussion section showing how they are related to the bigger 
picture, existing literature, and possibly other contexts or practitioners, and how they contribute to the 
existing empirical field. Research should contribute to building upon our existing knowledge base, as well 
as to developing our theoretical and methodological understanding. High quality work will demonstrate 
how it can impact upon practice, change healthcare outcomes, and benefit patient care. 

●	 Is the research useful to you and your practice?

●	 Do the results justify the conclusions?

●	 How does it add to what we already know?

●	 How wide is its impact?

●	 What does it contribute to the next steps?

●	 Can it develop our conceptualisation of the topic?

Three of the papers discussed in this section investigate the impact of artefacts on clinical practice 
and reveal their profound effects on the way healthcare practitioners work. Qualitative research has the 
capacity to theorise further about the nature of these socially constructed tools. Local empirical findings 
can be held in relation to broader theoretical frameworks and, by doing so, conceptual generalisability 
can be shown.
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In summary
Primary care research frequently uses qualitative methodologies to explore issues in detail, to ‘get under 
the skin’ and investigate complex phenomena in depth. Qualitative methodologies include a broad range 
of approaches. Each theoretical perspective has its own particular way of conducting the investigation 
and this, naturally, influences every step in the research process. Judging what counts as high quality 
qualitative primary care research requires a detailed description of each step in the research design, from 
theory to analysis through to empirical and theoretical conclusions. The following pointers are crucial for 
all qualitative work:

●	 Rigour and quality are demonstrated through the methodological approach to the research, the 
methodological integrity, and coherent research design.

●	 The methodological approach influences the choice of methods, analysis, and presentation of 
results, and these need to be compatible with the particular methodological approach stated.

●	 Theory should be used to help healthcare research develop a greater understanding of its practices 
and facilitate generalisability.
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Section 7

Critical evaluation of a health economic journal 
article
Anne Boyter* and Douglas Steinke† 
*Senior Lecturer, Strathclyde Institute of Pharmacy and Biomedical Sciences, University of Strathclyde, Glasgow 
†Senior Lecturer, School of Health Sciences, University of Manchester

Relevant BJGP paper:
●	 Oppong R, Smith RD, Little P, et al. Cost effectiveness of amoxicillin for lower respiratory tract 

infections in primary care: an economic evaluation accounting for the cost of antimicrobial resistance. 
Br J Gen Pract 2016; DOI: https://doi.org/10.3399/bjgp16X686533 

Introduction
NHS resources are limited, and thus economic analyses are gaining increasing prominence in the health 
service. There are four common types of economic analysis:

●	 cost-minimisation (CMA);

●	 cost-effectiveness (CEA);

●	 cost–utility (CUA); and

●	 cost–benefit (CBA).

Each type of analysis has a defined role in health economics. CMA and CEA are generally used to assess 
technical efficiency and answer questions related to how something should be done. CUA and CBA are 
generally used to answer allocative efficiency questions relating to whether something should be done 
compared with another, often unrelated, option. In the NHS, in relation to medicines and services, it is 
usually a technical efficiency question that is to be answered, and thus the most common analysis used 
is CEA. Each analysis design uses a different outcome measure, depending on what the results of the 
analysis are to be used for. For example, CEA results are used to identify the most effective option for 
the money spent, while CUA results are used to identify the quality-adjusted life years (QALYs) gained 
or lost by using one option over another. QALYs take into account the individual’s preference for health. 

Cost-effectiveness is seen as the fourth hurdle — after safety, efficacy, and quality — to the approval of 
new medicines and services for the NHS. The National Institute for Health and Care Excellence (NICE) 
in England and Wales, and the Scottish Medicines Consortium (SMC) in Scotland, require a CEA as part 
of the submission for approval of new medicines or new licence indications.

It is therefore important that clinicians have a basic understanding of economics to allow them to evaluate 
the ever-increasing economics literature. Basic critical evaluation techniques are demonstrated in this 
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section that may help the reader understand what should be identified in an economic analysis.

Authors and study question
The authors, Oppong et al, are well-known health economists with a wealth of knowledge. The title is 
clear, telling us what the paper is about and should gain the attention of the readers, since antimicrobial 
resistance is an important discussion point now in health care. Antibiotics are still used inappropriately, 
and antimicrobial resistance is on the rise. This study identifies and evaluates the cost-effectiveness of 
antibiotic use for acute cough/lower respiratory tract infection (LRTI), and the implications of the costs 
associated with antimicrobial resistance. The authors also refer to cost–utility analysis in the methods; the 
QALY can be used in both CEA and CUA, depending on whether you are showing effectiveness or utility. 
The use of both terms in this paper is confusing. 

Introduction
The introduction to the paper clearly outlines the issues and the gaps in knowledge on this topic. We are 
made to understand that LRTI is a major source of morbidity and that antibiotics are not beneficial in the 
treatment of all patients, but it is difficult to identify which patients need treatment. Antibiotic use has also 
been found to increase the cost of treatment because of antimicrobial resistance. Therefore, including the 
cost of resistance would affect the cost-effectiveness of antibiotic treatment of LRTI.

Method
The patient data are collected from a parallel, randomised trial in which patients receive either amoxicillin 
or placebo. This large, multicentre international trial is presented in another paper.1 The economic 
evaluation took the perspective of the health system; that is, there will be no personal costs to the patient 
or costs associated outside the healthcare system included in this cost analysis. This also excludes any 
societal costs. The authors collected data on resource use from the case report forms from the primary 
care physicians, and patient report outcomes from patient diaries. The paper clearly reports and defines 
all the costs and outcomes (EQ-5D-3L) that will be used in the analysis. Since the timeframe for the 
study was a 4-week period, no discounting was required. NICE’s recommendation thresholds of between 
£20 000 and £30 000 per QALY were used to judge the cost-effectiveness of the intervention.

The paper states that there are no good or accurate estimates for the cost of resistance. This is unfortunate, 
as it would be beneficial to have a published and validated value for the cost of resistance to use in this 
study. The authors instead estimate the cost of resistance using an Excel ‘what if’ analysis. They also 
estimate the cost of resistance per prescription using literature values from the US, EU, and globally 
for the cost of resistance and the number of antibiotic prescriptions dispensed in each region examined 
(US, EU, and globally). This cost is at a societal perspective which is at odds with the health service 
perspective of the amoxicillin costs. This cost can be added to the costs incurred in the intervention arm 
of the study.

An all-important sensitivity analysis was also performed to determine whether amoxicillin is cost-effective 
in patients aged ≥60 years old. The variation of the cost of resistance could also be seen to be a sensitivity 
analysis. 

Results
Table 1 gives the results of the cost collection for the intervention and placebo groups. The health outcome 
measures are also given. The amoxicillin group had a slightly higher cost than the placebo, which would 
account for the cost of the antibiotic in the intervention arm. The patient outcome measure, the EQ-5D-
3L, shows that, at baseline, patients are similar in health quality. However, the placebo arm significantly 
reduces in health quality in the first and second weeks compared to the intervention arm, where patients 
are given amoxicillin. The health quality returns to no difference between the groups in weeks 3 and 
4. This demonstrates that LRTI infections may get better with antibiotics, but the benefit is short lived 
compared to the risks of increased antimicrobial resistant infection. The message of a ‘cold lasting a week 
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and then you will feel better’ may be shown here. 

The paper goes on to calculate the cost-effectiveness with and without resistance costs. The results 
are reported as the incremental cost-effectiveness ratio (ICER). In this type of analysis, the authors are 
reporting the differences in cost and benefits between the two interventions based on the costs recorded, 
rather than on the total costs and outcomes in each arm. This type of analysis, also known as marginal 
analysis, is common and more straightforward to perform than a full economic analysis, as it focuses on 
the differences between the arms, rather than trying to count every cost and outcome. 

The paper states that the cost difference between the amoxicillin and placebo group is €3.04 (£2.42). 
However, it is difficult to determine where this cost comes from. Table 1 shows the cost difference between 
the two arms as €2.43. The calculation of the former cost is not illustrated, so it is hard to determine what 
costs are used and what the difference is between the table and text costs, but it may be that the units in 
Table 1 should be £ Sterling. The difference in QALYs between the two groups is also reported in the text 
of the paper as 0.00037. However, no clear explanation of how this value was calculated is presented in 
the paper. These two values are used subsequently in the cost per QALY calculation before resistance 
costs are added.

Costs of resistance are given in the paper and, again, it is unclear where these costs come from or how 
they were calculated. The cost difference with resistance costs are given, greatly increased, but the reader 
is left unsure how these were done. The different cost of resistance per prescription calculated earlier 
from each region (US, EU, and globally) are used. Once more, it is unclear how and why we are getting 
the values we are seeing in this paper. The paper illustrates that with the cost of resistance included in the 
cost-effectiveness analysis, the costs greatly exceed the NICE cost-effectiveness threshold of £20 000 to 
£30 000, unless the EU data for cost of resistance are used.

The sensitivity analysis found that patients who were ≥60 years of age were more costly in the amoxicillin 
group, and that treatment was slightly less effective. Therefore, amoxicillin was less cost-effective in this 
age group. The paper could have also mentioned that antibiotic resistance increases with age. This is the 
age cohort effect, where the probability of antimicrobial resistant infections increases with age because of 
increased time to resistant environments and increased probability to exposure to antibiotics, compared 
to a younger cohort.2 The use of three different costs for resistance could also be classed as a sensitivity 
analysis, as it shows that the cost of resistance used has a major effect on the cost-effectiveness of 
amoxicillin in LRTI.

Discussion
The Discussion section of the paper reiterated that the cost-effectiveness of amoxicillin for a LRTI is of 
marginal benefit, and probably not cost-effective in most cases. The strengths and limitations presented 
are logical and well explained. 

Because the cost of resistance is not clearly or accurately established, the analysis in this study is difficult 
to reproduce. The cost of resistance that is used is not clearly shown, so that the reader is convinced that 
the added cost to the intervention arm is somewhat in the ‘ball park’ of what it should be. In the author’s 
calculation, three different sources of the cost of resistance per prescription were estimated, but even 
then, because of study design, not all costs were collected in the literature values.
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Key points in the critical appraisal of health economic studies3

●	 Ensure that the question is clear, and the correct analysis is used.

●	 State the perspective of the analysis — is it patient, NHS, or societal?

●	 Specify all costs, and be clear where they come from.

●	 Ensure outcomes are clearly defined.

●	 Undertake sensitivity analysis on any data that may have uncertainty.

●	 Ensure that the conclusion relates to the question asked.

Conclusion
Overall, this is a good demonstration of difficulties in health economic analysis of interventions because 
of assumptions that have to be made and costs that have to be added from various sources. It is helpful 
to be clear where the costs are calculated from, so that the reader is convinced of the authority and 
robustness of the entire calculation of final costs for comparison. This is particularly of importance when 
the cost of amoxicillin treatment changes between the tables and the text.
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