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Abstract

Background: Hospital discharge summaries play an essential role in informing GPs of recent admissions to ensure excellent continuity of care and prevent adverse events, however, they are notoriously poorly written, time-consuming and can result in delayed discharge.

Aim: To evaluate the potential of AI to produce high-quality discharge summaries equivalent to the level of a doctor who has completed the UK Foundation Programme.

Design and setting: Feasibility study using 25 mock patient vignettes.

Method: Using the 25 mock patient vignettes, 25 ChatGPT and 25 junior doctor written discharge summaries were generated. Quality and suitability was determined through both independent GP evaluators and adherence to a minimum dataset.

Results: Of the 25 AI written discharge summaries 100% were deemed by GPs to be of an acceptable quality compared to that of 92% for the junior doctor summaries. They both showed a mean compliance of 97% with the minimum dataset. In addition, the ability of GPs to determine if the summary was written by ChatGPT was poor, with only a 60% accuracy of detection. Similarly, when run through an AI detection tool all were recognised as being very unlikely to be written by AI.

Conclusion: AI has proven to produce discharge summaries of equivalent quality as a doctor who has completed the UK Foundation Programme, however, larger studies with real-world patient data with NHS-approved AI tools will need to be conducted.

How this fits in

Primary care relies on good quality discharge summaries to ensure good quality continuity of care. Junior doctors are currently overstretched, and AI integrated into electronic patient record (EPR) software could relieve some of the burden through the generation of discharge summaries using coded entries. This feasibility study showed that AI can produce discharge summaries at the same level as a junior doctor, in less time, with minimal human input.
Introduction

We are on the cusp of an Artificial Intelligence (AI) revolution which is rapidly evolving and will undoubtedly impact enterprises worldwide, with healthcare being no exception. The World Health Organization produced its first global report on AI in health in 2021 emphasising the importance of ethics and human rights at the forefront of its design, deployment, and use\(^1\). The NHS has voiced its commitment to exploring AI, with the NHS Long Term Plan stating that AI needs to be embraced providing it is used correctly\(^2\). The plan recognises that, in the coming years, the quality of AI will improve, many tasks will be automated, and staff released to focus on the complex and empathetic human interactions that technology will never master\(^2\). This is reflected by the NHS AI Lab investing £123 million in 86 innovations since its inception in 2019\(^3\).

One tool attracting public interest is ChatGPT by OpenAI\(^4\). ChatGPT is a type of Natural Language Processing model known as Large Language Model (LLM). It is trained on a massive amount of text data with the aim of generating human-like responses to a given input\(^5\). From a simple query it can perform a multitude of tasks ranging from meal plans to complex coding problems. The use of LLMs in healthcare documentation is increasingly being explored.

Discharge summaries are an essential communication tool to give GPs insight into a patient's hospitalisation, to ensure effective continuity of care and prevent adverse events. Electronic discharge summaries are available, but these are based on fixed coding of information and of limited value to GPs\(^7\). Usually, however, discharge summaries are written by the most junior doctors on the team. Training in this task is poor and, with variable time available for the task, they inherently vary in quality\(^8,9\). They often lack important information such as test results, treatments received, medications, and follow-up plans\(^10\). Medication information errors are a particular patient safety risk, with transcription errors found in both manual and electronic discharge summaries\(^11\). Abbreviations are often misunderstood with different meanings attributed by authors and recipients\(^12\). A systems approach to enhancing communication between hospital and GPs can improve information flow and ensure accurate and timely transmission of discharge summaries\(^13\).

Frameworks aiming to improve the quality of discharge summaries are available\(^14,15\), but there is no nationally accepted model currently in place. Even with a standard, adherence can be limited with one audit finding mean adherence of 71.7% in 2444 discharge summaries\(^16\). Templates built-in to electronic patient records may improve adherence\(^16\), but an efficient and streamlined process is important, and it is here that AI-generated summaries could be the key to improving communication during hospital discharge. The standardisation and clarity of information in AI-generated summaries could address all the existing issues.

ChatGPT has the potential to generate hospital discharge summaries\(^17\). LLMs are exceptionally good at using protocols, in a repeatable, timely and cost-effective manner. Utilisation of such tools may help relieve a large burden on an already stretched junior doctor workforce, thereby increasing the amount of time they have in the working day for direct patient care, professional development, and ensuring patients are discharged in a timely manner with quality discharge documentation.

Although previously shown to work, ChatGPTs ability to produce more personalised high-quality summaries has not yet been assessed. This study aims to look at the ability of ChatGPT to generate discharge summaries for a variety of presentations, and assess the quality of its work when compared to that of doctor who has completed the UK Foundation Programme.
Method

A range of 25 case vignettes were written by RC, WS, OC, JS and AS. Each contained pertinent information such as patient demographics, diagnosis and reason for admission, past medical history, investigations conducted, treatments received and any discharge recommendations. The cases covered a range of specialties and were loosely based on scenarios encountered by the authors during their Foundation Programme. An example case vignette is shown in Figure 1. No actual patient data was used in the study.

Five junior doctors of comparable experience (all having completed the UK Foundation Programme, but not progressed significantly through specialty training) then wrote discharge summaries from the case vignettes (five each). The same 25 vignettes were input into ChatGPT using the same initial prompt which was devised by our team based on our experiences of what a discharge summary should include. (Figure 2) No specific training was given to the AI and the only follow on prompts used were to address formatting e.g. placing medications into a table rather than a list. An example ChatGPT summary is shown at Figure 3. A total of 50 discharge summaries were produced; 25 AI-written and 25 doctor written.

Five GPs were recruited through word of mouth. They were asked to be part of a study looking at whether AI could generate a discharge summary. The lead author assigned each GP 10 summaries to review, ensuring a mix of doctor and ChatGPT written summaries. The reviewing GPs were blinded to the origin of the discharge summaries they reviewed. They were then asked to answer the following for each summary:

1) Do you think this discharge summary was written by AI?
2) Would you be happy to receive this discharge summary for a patient in your practice?

Each discharge summary was then evaluated using the National Prescribing Centre (NPC) minimum dataset. This consisted of 19 equally weighted criteria and allowed an adherence score to be calculated to compare both groups. Finally, to determine if the ChatGPT generated discharge summaries could be detected as written by AI, the summaries were processed through the OpenAI Text Classifier, which labelled them as either very unlikely, unlikely, unclear if it is, possibly, or likely AI-generated. The methodology is summarised in Figure 4.

Statistical Analysis:
A Fisher’s Exact Test was used to assess if there was a statistically significant difference in GP acceptance rate between the AI and doctor generated summaries. To determine the ability of GPs to detect if a discharge summary was AI-generated we looked at the number of true positives, false positives, true negatives and false negatives taking the correct identification of an AI written discharge summary as a true positive. Accuracy, sensitivity, specificity, and positive predictive values (PPV) were determined for each. The minimum quality dataset score adherence percentage was calculated for each summary and a Mann-Whitney U test was performed to compare adherence to the dataset between the two groups.
Results

GPs stated that they would accept 48 of the 50 discharge summaries in their practice; all of the ChatGPT written summaries and 23 out of 25 of the junior doctor written summaries. This gave a mean acceptance of 1.00 for the ChatGPT group and 0.92 for the junior doctor group (p = 0.15).

GPs correctly identified 13 of the AI summaries and falsely believed that 8 doctor written discharge summaries were written by AI. This gave an overall accuracy of detection of 0.6, with a sensitivity of 0.52, specificity of 0.68 and a PPV of 0.62.

On analysing the adherence of each group to the minimum dataset, it was found that all discharge summaries scored 15 or more, with both groups showing a median score of 19 and a 97% mean adherence. Results are summarised in Figure 5. There was no significant difference between the minimum dataset scores of the AI group and the doctor group, z = -0.28, p = 0.78.

When analysed by the OpenAI AI Text Classifier, it was found that all AI produced discharge summaries were classified as “very unlikely” to be generated by AI, suggesting that the GPs were better at identifying AI than the AI classifier.

Discussion

Summary:
This study has shown that ChatGPT has the potential to produce discharge summaries of sufficient quality to satisfy GPs and equivalent to those written by a junior doctor. The ChatGPT summaries were not readily identified as being AI written and there was no significant difference in their quality compared to the doctor written summaries.

Strengths and Limitations:
The major strength of this study is that it was able to meet the primary aim and show, through both independent GP evaluation and adherence to minimum dataset criteria, that AI can produce a hospital discharge summary at the same quality as a junior doctor.

Study limitations relate to the small sample size, single GP rating of each summary, and the requirement to use mock patient vignettes which lack some of the complexities of real-life patient records which may include multiple entries and previous admissions. As this was a feasibility study to determine whether AI could produce satisfactory discharge summaries, the small sample size is considered a minor limitation, although it is accepted that a larger sample size may have elicited a significant difference between the GP satisfaction with the summaries produced by the groups. Each discharge summary was reviewed by only one GP; this may have led to variations in inter-rater reliability, underpinned by individuals’ preconceived notions, opinions, or attitudes about AI. While this was mitigated against (through blinding the GPs to the case authors) future studies should ensure each summary is evaluated by multiple GPs.
The use of case vignettes was necessary as ChatGPT cannot access medical records. For this result to be replicated in the real world, ChatGPT would need to be able to access clinical notes and identify the relevant information from the data generated each admission.

The study showed that ChatGPT can produce effective discharge summaries from a case vignette when given a pre-determined template to generate the correct format. Limitations associated with access to patient notes and the ChatGPT system itself meant that the input needed to be in the format of a vignette. It has however been shown that AI can already accurately extract medication-related information from clinical documents\(^\text{19}\), which can be leveraged to supplement discharge summaries. Adapting the programming of current AI systems to capture and distil the relevant clinical information from notes relating to a hospital admission is still a big leap, but at the rate of technological advancement and increasing digitalisation of hospital notes, it seems like it is only a matter of time.

**Comparison with existing literature:**

This study adds to the increasing evidence of AI being of benefit in the clinical environment. Several studies have explored the use of AI in generating patient clinic letters, including discharge summaries\(^\text{17,20,21}\). The studies are generally positive and, like this one, suggest that AI has a future role, but there are still logistical or even ethical issues that need to be overcome before widespread integration of AI into clinical communication processes is possible.

Ali et al showed that ChatGPT could effectively generate clinic letters and showcased the efficiency of the process\(^\text{20}\), but, again, required a single source data input akin to the case vignettes. When examining whether AI can generate discharge summaries from inpatient records, it was shown that the origins of information contained in a discharge summary is varied and 39% of the information comes from out with the inpatient record, with 11% deriving from physician’s memory\(^\text{21}\). This raises concerns with the feasibility of AI involvement in clinical communication, which aligns with the data governance issues raised by Patel and Lam\(^\text{17}\). They discussed the potential of using ChatGPT to generate discharge summaries and, while they recognised the benefits of automation, standardisation and efficiency, they also highlighted that errors are frequent, and a minor error could have catastrophic consequences in the clinical environment\(^\text{17}\). They, like Ando et al, recommend that any future AI involvement will always need human oversight to minimise patient safety risks as well as providing more personalised information where needed\(^\text{17,21}\).

**Implications for practice:**

AI has the potential to change how healthcare is delivered. However, to bring about change, trust in AI by major stakeholders is required. It is encouraging that the NHS Long Term plan (2) recognises the benefits AI could offer\(^\text{2}\), but the perceptions of healthcare professionals also needs to be taken into consideration. In addition, the cost of developing and integrating AI into existing systems can be expensive and challenging.

AI relies on vast amounts of data to be trained and could result in incomplete or inaccurate information or reinforce existing biases in healthcare. Previous AI algorithms, for example, have been shown to be more likely interpret images of skin lesions as malignant if they contained a ruler\(^\text{22}\). The AI had inadvertently “learned” that the presence of a ruler meant the lesion was malignant. These biases can exist unless the AI is trained to ignore such information.
There is no fear that AI will entirely replace healthcare professionals\(^2\) and the authors envisage AI supplementing the work of junior doctors rather than replacing them. Currently, AI has limited ability to infer, from the text it uses, reasons why clinical decisions were made. High quality discharge summaries need to not only convey what happened but provide the GP with clinical reasoning. An AI - human hybrid process would better ensure that the reasoning behind clinical decisions is transparent.

If AI was to be implemented directly into Electronic Patient Record (EPR) software, it would rely on the coded entries to find the relevant information. This has the same limitations as existing electronic discharge summaries; their quality is only as good as the coding of information. The advantage of AI comes from its potential to extract information from natural language data; the prose rather than the discrete coded information. This requires the AI tool to have access to digital data, and currently only around 80% of NHS trusts have EPR systems\(^2\).

AI can be trained to consistently produce output to a standard. Automation brings less variation than is seen with human documentation, meaning, once agreed minimum requirements are determined, AI can collate this information much faster. Furthermore, AI can learn from its mistakes and ensure any flagged missed information is included. However, it does create the potential for discharge summaries to be too generic. This may fail to capture and effectively communicate the individual nuances of a patient’s treatment, and provide important patient specific information which is not part of a standard dataset. This depersonalisation may leave patients feeling that information important to them is not included leading to decreased patient satisfaction and engagement in their own care.

One interesting advantage of AI, which has not yet been explored in the literature, is the ability to simplify written information. Open communication with patients underpins the digitisation of NHS healthcare. The Long Term Plan aims for all patients to have access to their clinical notes by 2023-2024\(^2\). Currently one in five patients have access and all patients in the UK should have access to new health information by 31 October 2023\(^2\). However, clinicians share a common language; one that is not always shared by or accessible to patients. Medical language is beneficial when clinicians communicate, but for patients it can be jargonistic and impenetrable. Patients sometimes turn to their GPs for interpretation services when they are sent a copy of a clinic letter, adding to the already overburdened GP appointment load. Exploiting AI’s ability to simplify information could result in the production of lay summaries and patient education materials following clinical contacts, which could enhance their understanding of their hospitalisation and ongoing management.

**Conclusion**

AI has the potential to transform healthcare documentation by automating the generation of discharge summaries. This study adds to the evidence that there is a promising future for specialised AI systems supporting healthcare communication. The GP is integral to healthcare in the UK and when AI is incorporated into standard working procedures it is vital that GPs are involved in defining the information content for communication. Additionally, AI used to improve patient facing communication should be explored. Further investigation with NHS approved tools and real-world patient data is required before AI can be adopted but, with rates of technological expansion doubling every two years\(^2\), it is likely that AI support will be available to doctors of the not too distant future.
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Mr Jones, a 23-year-old psychology student attended A&E with a 24h history of severe diarrhoea. He describes 12 loose bowel movements in this time, with faecal incontinence overnight, dark urine and severe stomach cramps. He describes his stool as very watery, but with no blood or mucus. He states he cooked roast chicken the day before. He has taken an Imodium tablet and ORS sachet after each bowel movement. He is otherwise well and has no past medical history.

Observations - heart rate was 84, blood pressure 110/65, temperature 37.8, otherwise normal. He was visibly dehydrated with poor skin turgor. He was given 1L of normal saline in the emergency department, alongside oral rehydration, and hyoscine butylbromide for his stomach pain.

Impression: Infectious gastroenteritis ?campylobacter.

He was discharged with loperamide to take after each loose bowel movement (max 16mg daily) and advised to rest and hydrate as able. He was safety netted to return if there was any blood in his stool or his symptoms were not settling in the following 72h, with on-going dehydration.
"Using the following template:

Full Name, NHS/Hospital Number, Sex, Address, Date of Birth
Consultant, Specialty/Department
Date of Admission, Method of Admission, Date of Discharge, GP
Presenting complaint, Diagnosis, Reason for admission, Operations/Procedures
Past Medical History
Clinical Narrative
Investigations and Results
Medications Stopped/Changed
Allergies/Warnings
Medication, Dose, Route, Frequency, Continue/Stop, Prescriber in a table
Discharge Destination
Advice, Recommendations and Future Plans
Doctor name, Signature, Grade, Date, Bleep/Telephone Number

Write a discharge summary for the following case: [Case inserted]"
Figure 4. Summarised study methodology

25 mock patient vignettes

25 discharge summaries written by junior doctors

25 discharge summaries written by ChatGPT

Review by GPs

1) Do you think this was written by AI?
2) Would you be happy to receive this discharge summary for a patient in your practice?

Audit each against minimum dataset and evaluate the extent of their adherence

Is AI detection software able to detect that this was written by AI?
Figure 5. Minimum dataset score achieved for Chat GPT and junior doctor generated discharge summaries

<table>
<thead>
<tr>
<th>Minimum Dataset Score</th>
<th>ChatGPT Frequency</th>
<th>Junior Doctor Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>19</td>
<td>17</td>
<td>18</td>
</tr>
</tbody>
</table>
**Table 1. Discharge summary minimum dataset**

<table>
<thead>
<tr>
<th>Demographics and Admission Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Correct patient name</td>
</tr>
<tr>
<td>2. Correct date of birth</td>
</tr>
<tr>
<td>3. Consultant name</td>
</tr>
<tr>
<td>4. Ward</td>
</tr>
<tr>
<td>5. Date of admission</td>
</tr>
<tr>
<td>6. Date of discharge</td>
</tr>
<tr>
<td>7. Presenting</td>
</tr>
<tr>
<td>8. Complete past medical history and co-morbidities</td>
</tr>
<tr>
<td>9. Complete medical history</td>
</tr>
<tr>
<td>10. Known allergic or hypersensitivities</td>
</tr>
<tr>
<td>11. Discharge summary is legible</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medication Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>12. All doses</td>
</tr>
<tr>
<td>13. All frequencies</td>
</tr>
<tr>
<td>14. All routes of administration</td>
</tr>
<tr>
<td>15. All formulations</td>
</tr>
<tr>
<td>16. Therapy duration when a medication was initiated by hospital team where this was appropriate (e.g. antibiotics, short course corticosteroids, hypnotics)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Therapy Changes Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>17. All medicines initiated with reason(s)</td>
</tr>
<tr>
<td>18. All medicines discontinues with reason(s)</td>
</tr>
<tr>
<td>19. All medicines changed with reason(s)</td>
</tr>
</tbody>
</table>


Figure 3. Example of a ChatGPT produced discharge summary

Discharge Summary:

Full name: Mr. Jones  
NHS/Hospital Number: 123456789  
Sex: Male  
Date of Birth: 01/01/2000  
Consultant: Dr. Smith  
Specialty/Department: Gastroenterology  

Date of Admission: 10/04/2023  
Method of Admission: Emergency Department  
Date of Discharge: 11/04/2023  

Diagnosis: Infectious gastroenteritis? Campylobacter  
Reason for Admission: Severe diarrhoea and faecal incontinence  
Presenting Complaint: Severe diarrhoea, dark urine, and stomach cramps  
Past Medical History: No past medical history  

Clinical Narrative: Mr. Jones presented with a 24-hour history of severe diarrhoea, with faecal incontinence overnight, dark urine, and severe stomach cramps. He had no past medical history and had cooked roast chicken the day before. Observations were normal except for dehydration. He was given 1L of normal saline and oral rehydration, and hyoscine butylbromide for his stomach pain. The impression was infectious gastroenteritis? Campylobacter.  

Investigations and Results: N/A  
Discharge Destination: Home  
Advice, Recommendations, and Future Plans: Mr. Jones was discharged with loperamide to take after each loose bowel movement (max 16mg daily) and advised to rest and hydrate as able. He was safety netted to return if there was any blood in his stool or his symptoms were not settling in the following 72h, with on-going dehydration  
Medications Stopped/Changed: N/A  
Allergies/Warnings: No known allergies  

Medication Table:

<table>
<thead>
<tr>
<th>Medication</th>
<th>Dose</th>
<th>Route</th>
<th>Frequency</th>
<th>Supply</th>
<th>Continue/Stop</th>
<th>Prescriber</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loperamide</td>
<td>After each loose bowel movement (max 16mg daily)</td>
<td>Oral</td>
<td>PRN</td>
<td>7 days</td>
<td>Continue</td>
<td>Dr. Smith</td>
</tr>
</tbody>
</table>

Name: Dr. Smith  
Grade: FY2  
Date: 11/04/2023  
Bleep/Telephone: 1234